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Forward

This final report details the research conducted by the Columbia University research group supported by the
Earth Materials and Processes Program under the contract number W911NF1410658. During the period
1/1/2015 to 9/1/2015, three graduate research assistants Yang Liu (now postdoctoral associate at MIT), Mr.
Kun Kang, and Mr SeonHong Na and the PI have utilized the support to conduct research for fluid-infiltrating
granular and geological materials. Dr. Simon Salager and his PhD student Dr. Ghonwa Khaddour from Joseph
Fourier University at Grenoble France, have also provided important micro-CT images of a Hostun sand speci-
men taken undergoing drained triaxial compression test through a no-cost collaboration. The research presented
in this report is a team effort of the aforementioned individuals.

The 9-month support from the STIR grant has directly lead to 10 journal publications published in a number
of highly respected peer-review journals, in the field of computational mechanics (e.g. Computer Methods in
Applied Mechanics and Engineering, International Journal of Numerical Methods in Engineering) geomechan-
ics and geotechnical engineerin (e.g. Journal of Geophysical Research, Geotechnique Letters) and engineering
mechanics (e.g.Journal of Applied Mechanics, Journal of Engineering Mechanics) published from January
2015 to April 2016. This report provides a brief account of the major accomplishments, which includes the
introduction of the tensorial Bishop’s coefficient, the formulation of a multiscale model that connects DEM
model with finite element analysis, the application of microCT images to calibrate material parameters for
granular materials idealized as higher-order continua and a stabilized large deformation model that captures
the fluid-solid interaction of granular materials under non-isothermal condition. In the next few chapters, we
will provide a statement of the problems the research team studied (Chapter 1), a summary of major research
accomplishments and the potential impact of the research and the relevant to the Army research (Chapter 2)
and future work and extensions (Chapter 3). A selection of published results are highlighted in Chapters 4-6.

The PI and the research team are grateful for receiving the crucial support from the Earth Material and
Process Program under the directorship of Dr. Julia Barzyk to start the new research team at Columbia. The
accomplishment mentioned above cannot be made possible without this support.
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Chapter 1

Statement of the Problems Studied

The reason we can build sand sculpture is due to the presence of liquid bridges and water clusters among
particles that are otherwise cohesion-less. These liquid bridges may form, coalescence and break, and the
evolution of their geometrical features and sizes are dictated by the amount of suction, wettability of the solid,
but also how the granular particles move against each other. From a micromechanical perspective, liquid bridge
and the solid grains are two interacting networks that transmits force and moment. As a result, when subjected
to external loadings, granular assemblies with a a very small volume fraction of water can behave profoundly
different than the dry counterpart. Understanding how solid particles and pore fluid interacts is important for
a number of engineering applications, including landslides, vehicle mobility and seismic signature of earth
materials.

Previous theoretical studies and experimental programs have mainly focused on two different approaches.
The first is to consider the fluid-solid interface explicitly and model the flow of fluid and motion of particles on
a detailed grain-to-grain basis [Scholtès et al., 2009, Wang and Sun, 2015]. Another approach is to idealize the
wetted and fully saturated granular materials as two-phase mixture and apply continuum mechanics theory to
resolve the hydro-mechanical coupling effect with continuum-based numerical methods, such as finite element
and finite volume model. [Lewis et al., 1986, Borja and Alarcón, 1995a, Markert et al., 2010, Kolditz et al.,
2012, Sun et al., 2013f]. Nevertheless, the connection between the grain-scale phenomena and the field-scale
behaviors of the wetted granular materials is rarely captured quantitatively. Establishing such a connection
may yield a unified framework for these two distinctive concepts often being used separately by physicists
and geotechnical engineers. The objective of this STIR research is to layout the groundwork to build such a
connection via a combination of theoretical, experimental and computational studies.

The first objective of this project is to understand the connection between the macroscopic effective stress
theory commonly used in field-scale prediction and the topological evolution of liquid bridge via grain-scale
simulations. In particular, we explicitly modeled grain-to-grain interaction with discrete element method, while
introducing solution from Young-Laplace equation to captures the grain-air-water interaction mechanism at
grain-scale. A linear normal contact model is used to model the normal contact, while the tangential response
is governed by Coulomb friction law. This mechanical discrete element model is coupled with a capillary model
in which solutions of Young-Laplace equation are used to compute the force exerted on the particles by liquid
bridges. From a microscopic perspective, the menisci may form a force chain network similar to the force chain
of grain-to-grain contact network. As the grain assemblies are subjected to external loadings, liquid bridges
may form or rupture due to the motion of particles and thus change the topology of the menisci network. Since
rupture and formation of liquid bridges are governed by the distance between particles, grain size distribution
plays an important role on the evolution of menisci network. To study how suction effect varies with grain size
distribution, we conduct suction controlled experience on two grain assemblies, one composed of particles of
similar sizes and another one composed of a mixture of large particles and fines. The partial Cauchy stresses
are homogenized from both the solid grains and menscii networks. Simulation results from suction-controlled
compression tests at a variety of suction level are analyzed (cf. Wang and Sun [2015]).

The second objective of this project is to propose a new multiscale hydro-mechanical model that (1) pro-
vides the physical underpinning from discrete element simulations, (2) resolves the problems associated with
the phenomenological nature of drag force, and (3) improves the efficiency of large-scale problems. Our strat-
egy is to first focus on a sub-class of problems in which the solid skeleton is composed of particulate assemblies
in solid state (rather than granular flow) and the porous space is fully saturated with a single type of pore fluid
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in laminar regime. As in the previous work for particle-fluid system [Curtis and Van Wachem, 2004, Robinson
et al., 2014], we also adopt the assumption that a weak separation of scale exists between the motion of solid
particles and that of the pore fluid. Our major departure is the way we employ this weak separation of the
pore fluid to establish hydro-mechanical coupling across length scales. Instead of using the phenomenological
drag force model to establish coupling, we use the effective stress principle to partition the macroscopic total
stress as the sum of effective stress, which comes from microscopic DEM simulation, and the fluid contribution,
which comes from the Biot’s coefficient inferred from DEM assemblies and the pore pressure updated from a
total Lagrangian poromechanics finite element solver (cf. Wang and Sun [2016b,a]).

As many engineering and military applications often involves geological materials undergoing large defor-
mation under the non-isothermal condition, we also introduce, for the first time, a large deformation thermo-
hydro-mechanics theory, and develop the corresponding stabilized finite element model suitable for equal-order
discretized displacement, pore pressure and temperature. The resultant system of equation is solved fully im-
plicitly and monolithically to preserve the Mandel-Cryer effect when the multiphysical coupling is strong. The
necessary condition for numerical stability for thermo-hydro-mechanics problem and the corresponding com-
bined inf-sup condition are derived. A new stabilization procedure is established based on the combined inf-sup
condition (cf. Sun [2015b]).

All these research objectives identified in the original proposal has been fulfilled in this project. Further-
more, as the research progresses, we also identify a number of opportunities to further understand the multi-
scale connection of the grain-scale and macroscopic behaviors. For instance, we have explored how one may
use grain-scale model to identify the optimal mateiral parameters for constitutive models when access to exper-
imental data is extremely limited (cf. Liu et al. [2016]), how to quantify the evolution of anisotropy of fabrics,
stress and permeability when the granular material is subjected to shear loads (cf. Kuhn et al. [2015])., and the
inherent length scale introduced from the multiphysical coupling process when wave propagates inside porous
media under non-isothermal condition (cf. Na and Sun [2016]).
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Chapter 2

Summary of the research accomplishment

We present in this section a brief summary of the research accomplishment obtained in this project, which
addresses the objectives identified in the previous section. Complete list of publication, presentation and con-
ference proceeding resulted from this STIR grant support is provided separately in the final report. The major
findings described in this chapter has been all accepted in peer-review journals, i.e., Sun [2015b], Wang and
Sun [2015, 2016a,b], Liu et al. [2015, 2016], Kuhn et al. [2015], Guo et al. [2016], Zheng et al. [2016], Na and
Sun [2016].

1. The introduction of a tensorial Bishop’s coefficient to address the apparent cohesion and induced shear
strength provided by the liquid bridges at the pendular regime (details can be found in the following
publications: Wang and Sun [2015], Kuhn et al. [2015]):

(a) We introduce a new effective stress theory for unsaturated granular materials at the pendular regime
in which the liquid constituent can take both volmetric and deviatoric loadings. This is a more
realistic approach than the classical unsaturated effective stress theory, as liquid bridges exist in the
pore space do exhibit shear strength and interact with the particles at the grain scale at the pendular
regime.

(b) Upon the introduction of the tensorial Bishop’s coefficient, we use DEM to simulate deformation
of a granular assemblies subjected to triaxial compression tests. The liquid bridge is modeled via
the Yong-Laplace equation that is coupled with the discrete element simulations.

(c) The simulation results suggest that not only the retention behavior of wetted granular matters is
hysteresis, but the anisotropy of the liquid bridge fabrics is also highly path-dependent. While the
traditional phenomenological models tend to model all path-dependent behavior in the constitutive
law of the solid skeleton, the research has shown that both the path-dependence of the solid skeleton
formed by the particles and the liquid bridges are due to different reasons (breakage and formation
of liquid brdiges vs. granular re-arrangement) and hence must be considered separately.

(d) We also found that the topology of both the liquid bridges and the grain contacts evolve very dif-
ferently for poorly and well graded granular assemblies. In the numerical simulations, granular
materials mixed with powder exhibits profoundly higher shear strength.

(e) To objectively measure and quantify the degree of anisotropy of fabric, we also introduce thirteen
measures of fabric and arranged them into four different categories, the particle bodies, the particle
surfaces, the grain contacts and voids. Results from the DEM simulations show that anisotropy be-
comes more apparent when shear, but they lags changes in the bulk stress and tends to continuously
evolves even when approaching the critical state, especially if the particles of the assemblies exhibit
high aspect ratio.

2. The development of discrete-to-continuum coupling method for dry and water-infiltrating granular mate-
rials in geometrical linear and nonlinear regimes (cf. Liu et al. [2015], Wang and Sun [2016b], Guo et al.
[2016]).

(a) We establish a nonlocal DEM-FEM coupling scheme for dry granular materials. Using a corota-
tional framework and an fully explicit time integrator, the mulutiscale model uses dynamic relax-
ation to achieve quasi-static status both at the RVE level and at the global system of equations.
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Verification has been done to ensure the correctness of the numerical methods. Comparison with
benchmark DEM simulations indicate that the DEM-FEM model is able to replicate the comparable
porosity profile and shear band thickness observed in detailed large-scale discrete element simula-
tions, within a fraction of CPU time. This is the first research that provides the remedy to address
the lack of physical length scale issue in DEM-FEM model.

(b) An attempt to replace phenomenological constitutive law with grain-scale DEM simulations in a
continuum-based finite element simulations was performed. In this particular example, a thick-
walled hollow cylinder tests in dry sand. With a sufficiently fine mesh, the DEM-FEM simulations
are able to replicate the curved anti-symmetric shear band observed in the cavity problem. More
importantly, the dual-scale simulation is able to establish a connection of the force chain evolution
and the formation of curved shear band during the drilling process.

(c) For the first time, we introduce a dual-scale effective stress principle in which the total stress of
a solid-fluid mixture is partitioned into two parts, the homogenized effective stress from the solid
skeleton and the continuum pore fluid. This definition provides the starting points to establish a
DEM-FEM model in which the macroscopic finite element simulations are carried out without any
need of introducing any constitutive model other than contact laws for grain-to-grain contacts.

(d) Unlike the previous DEM-FEM simulation which is either limited to geometrical linear regime or
only applicable to completely dry granular materials, the new proposed model employs a mixed
finite element and finite strain poroplasticity framework to capture the hydro-mechanical coupling
effect in the geometrically nonlinear regime. To the best of the PI’s knowledge, this is the first time
such a model has been successfully established.

(e) By establishing the linkage between granular kinematics to the macroscopic hydro0mechanical
responses, the research team is able to use simulations to directly access the fabric anisotropy of the
granular materials in a field-scale simulations. In particular, the research team determines that the
onset of the so-called anistoropic crtical state proposed by Li and Dafalias [2011] often occur only
inside the shear band and is associated with the strain localization phenomena.

(f) THe DEM-FEM model is also extended to incorporate higher-order kinematics. The new idea
here is to conduct second-order homogenization to compute stress and couple stress from discrete
element. In this new theory, micro-rotation of the particles are considered in the macroscopic
simulations and additional governing equation for the balance of angular momentum is added such
that the higher-order kinematics of the granular assemblies are considered. The upshot of this new
method is that it does not require the a-prior knowledge of the exact length scale of the assemblies
a prior or the usage of it to compute nonlocal strain. Instead, the new DEM-FEM model requires
no additional information, but can predict the onset of strain localziation and other length-scale
dependent responses while upholding mesh independence.

3. Material parameter identification of multiscale models with conventional experiments and micro-CT im-
ages (cf. Wang and Sun [2016a], Liu et al. [2016]).

(a) For the first time, we establish an inverse problem in which material parameters of a micropolar
hypoplasticity is determined from a combination of macroscopic constitutive responses and meso-
scale void ratio distribution obtained from micro-CT images obtained during a drained triaxial
compression tests.

(b) Using different types of objective functions, information obtained from experiments are converged
into constraints and finding the material parameters that best curve-fit the experimental measures
are equivalent to finding the set of material parameters that minimizes a functional.

(c) We test how different views of measuring the compatibility between the experimental observation
and numerical predictions encoded in the objective function affects the forward prediction ability
of the calibrated numerical models.

(d) The simulations calibrated with micro-CT images and macroscopic constitutive responses exhibit
similar macroscopic responses, however, only the micro-CT image calibrated simulations yield the
correct bifurcation modes. This is an important discovery. The combined numerical-laboratory
experiments prove that using the macroscopic constitutive responses to calibrate multiscale and
microscopic models, such as discrete element models, is insufficient.
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(e) In the case where meso-scale information is completely absence, and experimental data are ex-
tremely difficult to obtain, we introduce a new calibration method called extended digital database
to calibrate macroscopic model. The idea is to use the limited available experimental data to first
calibrate a high-fidelity model, then using the simulated responses inferred from the high-fidelity
model as supplement to resolve the under-constraint issue due to the lack of experimental data.

4. Thermo-hydro-mechanical coupling effects of fluid-infiltrating porous media (cf. [Sun, 2015b, Na and
Sun, 2016]).

(a) A large deformation thermo-hydro-mechanics continuum theory for porous media under the non-
isothermal condition is formulated. Unlike previous theoretical development and modeling effects
in which the thermo-mechanical coupling effects are neglected, the new formulation considered the
heat generated due to the plastic dilatancy at finite strain.

(b) From a numerical standpoint, the research team has also a major breakthrough in which they proved
that the previous unsuccessful attempt to model the thermo-hydro-mechanical coupling effects and
the spurious pore pressure and temperature oscillations observed in the numerical solutions are
related to the so-called lack of two-fold inf-sup condition.

(c) By identify this numerical deficiency, a remedy stabilization procedure is proposed. This stabi-
lization procedure has proven to be able to successfully generate numerical stable results that are
important to predict thermal-softening responses of porous media.

(d) On a related note, the research team has also studied the wave propagation in a thermo-sensitive
porous medium. By conducting stability and dispersion analysis, we discover that while the rate
dependence introduced by the thermal and hydraulic diffusion processes did introduce a physical
length scale, this physical length scale may vanish and is therefore not sufficient to regularize the
boundary value problems representing the thermo-hydro-mechanical processes. This is important,
as there is confusion in the literature about the role of thermo-hydraulic flow on the onset and
propagation of deformation band. Our analytical solution indicates that while thermal and hydraulic
conductivities do affect the thickness of the deformation bands, these diffusion processes do not
necessarily regularizes the thermoal-hydro-mechancial models.
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Chapter 3

Impact of the research and relevant to Army

We strongly believe that the research developed in this project has led to important advancements in the un-
derstanding of the path-dependent, hysteresis solid-fluid interaction process of granular materials partially or
fully saturated with water, while simultaneously address and overcome major challenges involved in modeling,
calibrating, replicating and predicting these multi-physical processes that were previously unresolved. Through
multiscale coupling, the numerical techniques provide a fundamentally new approach to link grain-scale simu-
lations directly to field-scale problems, via first-order and second-order homogenization. These results obtained
from the STIR project improve the modeling and computational capabilities of the state-of-the-art techniques,
especially on predicting surface processes that involves soil failures, strain localization, and formation of de-
formation bands, which are all relevant to Army.

These results have also been presented in more than 10 publications, as well as in many conference con-
tributions, keynote and invited lectures, in professional meeting, universities and government agencies. A
complete list of publications prepared in this project is presented. Recognition to the research developed in this
project has come in different forms in the United States and across the globe. In particular, the PI has received
the Dresden Fellowship from Technische Universität Dresden, Germany for his work on computational mod-
eling on wetted granular materials in 2016, and invited to be deliver department seminars at Harvard (Harvard
Applied Mechanics Colloquia), Brown, Columbia, UT Austin (Claude R. Hocott Lecture), Sandia National
Laboratories, Los Alamos National Laboratory, University of Perugia, Italy and University of Hong Kong in
2015. During the period of the performance of this project, the PI has awarded the ARO Young Investigator
award in 2015 and was invited to deliver keynote lectures at International Plasticity conference and US Army
TARDEC.

We would like to mention also the strong educational component of the research developed in this project.
In particular, the research grant has partially supported two graduate students, Miss Yang Liu (PhD graduated
August 2016, now postdoctoral scholar at MIT) and Mr Kun Wang (PhD expected Spring 2018). The PhD
students have won prestigious recognition from the training provided by the STIR grant. In particular, Yang Liu
has won the best poster award over more than 100 mini-symposia at US Congress of Computational Mechanics,
San Diego. PhD student SeonHong Na has won travel scholarship to attend Engineering Mechanics Institute
conference at Stanford University and to deal.ii workshop at Texas A& M University, while PhD student Kun
Wang has won travel scholarship to attend Society of Engineering Science Meeting at Texas A&M University.

In addition, the research proposal also provides opportunities for Mr SeonHong Na, a Fulbright Fellow and
PhD student of the PI, to participate in theoretical and computational research on granular materials. Many
of the major findings have been published in peer-reviewed journals. The research also lead to a new interna-
tional collaboration with the Joseph Fourier University who are one of the leading group in X-ray tomographic
imaging techniques for granular materials problem.
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Chapter 4

Future work and extension

The theory, computer models and analyses developed in this project are currently being extended and general-
ized for understanding the wetted granular materials across different degree of saturation regimes and thermal
conditions. In particular, we note that the groundwork laid by this project for pendular regime opens door for
the development of a new unified theoretical and computational framework that enables one single multiscale
model to capture the interactions among liquid bridges, water cluster, air bubble and solid grains across all
degree of saturation regimes.

(a) Macroscopic flow streamline induced by
deformation

(b) Macro- and mico-scale deformed configurations

Figure 4.1: Preliminary results of an undrained triaxial compression test of a fully saturated granular specimen simulated
via multiscale discrete-continuum coupling model developed by the PI.

Our major plan for future work is to launch a new research program that fully integrates advanced X-
ray imaging techniques, theoretical and computational modeling of discrete-continuum coupling models, and
topology and microstructural analysis using graph theory to predict the hydro-mechanical behavior of wetted
granular matters across all saturation regimes. In particular, the research team will derive rigorously validated
multiscale methods that combine the strength of microstructured based granular mechanics and the higher-
order continuum based poromechanics. We will develop two discrete-continuum coupling schemes, one based
on total stress, another one based on the effective stress principle. The total stress coupling scheme is more
computationally costly but conceptually simple. This model employs total Lagrangian mesh and a macroscopic
mixed finite element as a vehicle to carry fully coupled direct simulation of particle-fluid systems at each unit
cell. For each incremental time step, the macroscopic finite element will provide the unit cell hydraulic and
mechanical boundary conditions. In each unit cell, a coupled DEM-LBM will be carry out and the total stress
of the porous media will be upscaled back to the Gauss point of each finite element to enforce the balance
principles at the macroscopic continuum level. Figure 4.1 shows the preliminary results obtained from this
direct approach, where a water-saturated granular assembly is subjected to a bi-axial loading.
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On the other hand, the effective stress coupling scheme will exploit the effect stress principle to partition
stress stemming from grain contact and those from fluid-solid interfaces at grain-scale. By assuming the validity
of effective stress principle, which has recently been a subject of ongoing debate (e.g. De Buhan and Dormieux
[1996], Chateau and Dormieux [2002], Khalili et al. [2004]), the microscopic fluid-solid interaction will be
modeled in a staggered scheme. Like the first approach, the finite element model will provide updates to the
unit cell. However, the main departure here is that the DEM simulation in this alternative approach will be used
to provide prediction of effective stress, while the two-phase simulations will be used to obtain the macroscopic
water and air infiltrating vectors at each time step. In both cases, the interaction of pore fluid and solid grain is
captured at continuum scale via a mixed finite element formulation. As a result, there is no need to incorporate
phenomenological law to model the path dependent retention behavior at the macroscopic continuum level, as
shown in 4.2.
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Figure 4.2: Multiscale LBM-DEM-FEM model that upscaling liquid-grain interactions at pore-scale to field scale con-
tinuum simulations. Length scale is preserved by modeling granular assemblies as three-dimensional non-local continua.

The two multiscale approaches will be used to reconstruct triaxial compression tests under both drained and
undrained condition. X-ray CT scanning will be performed at selected time step. An ID tracking approach will
be used to keep track of kinematics of each individual grain, liquid bridge and cluster [Khaddour et al., 2013].
A comparison of the results obtained from the two methods will be systematically compared with both the
microscopic kinematic data and the macroscopic stress-strain curves. This combined experimental and com-
putational exercise can provide important data and evidence to either validate or point out the limitation of the
effective stress principle. Given the fact that the effective stress principle is the cornerstone of poromechanics
theory that are widely used from a wide spectrum of applications (e.g. bio-medical engineering, food industry,
reservoir mechanics, geotechnical engineering and geophysics), the results of this study, if successful, will have
far-reaching impacts across multiple science discipline.

To accurately capture the length scale of deformation bands without artificial calibrations, we will derive
a multiscale coupling scheme that links between grain-scale simulations with higher-order continuum simula-
tion. Previously, the PI has attempted to use the staggered nonlocal operator to define a nonlocal strain over a
sampling volume for dry granular material. Results have shown that the shear band thickness obtained from the
nonlocal coupling DEM-FEM simulations does not exhibit mesh dependence – a significant improvement over
previous efforts such as Guo and Zhao [2014], Nguyen et al. [2014], Liu et al. [2015], Wang and Sun [2016b].
Nevertheless, in order to insert the correct length scale in the post-bifurcation regime, calibrations of the length
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scale with the observed thickness of deformation band are required. This calibration step is not trivial for wet
granular matters as the shear band thickness is influenced by the multi-physical coupling effect between the
liquid bridges and solid particles [Zhang et al., 1999a, Na and Sun, 2016]. In this research, we will derive a
new method to link Cosserat unsaturated continuum model with discrete element simulations. This adoption
of Cosserat material model naturally includes grain rotation from discrete element simulations. Since grain-
scale simulations are coupled through the continuum models but not directly linked in space, the multiscale
model can obtain the necessary small-scale information without exhausting computational resource through
a divide-and-conquer approach. As a result, the proposed multiscale model can overcome the computational
barrier to simulate large-scale wet granular problems that are more directly relevant to field scale applications,
such as landslide and soil collapse. With this new capability to simulate large-scale system while retaining
microstructural information at Gauss points where RVE are located, significant insight on how granular and
menisci systems collectively interact can be obtained via techniques from graph theory [Satake, 1993, 2004,
Tordesillas et al., 2010].

The resultant multiscale model will serve as a key step to unveil the following important scientific questions:

• Whether the effective stress principle can be fully validated via a multiscale framework?

• What is the proper "scaling law" for the stress anistropy induced by the liquid bridge and cluster and
grain contact fabrics?

• How does the capillary hysteresis evolve under different stress path?

• How does the suction-induced anisotropy affects the path-dependent responses of granular materials at
different spatial and temporal scales?

• How does the shape, grain size distribution of particles affect water retention behavior?

• How does the existence of pore fluid menisci and surface tension influence the onset and propagation of
strain localization?

All of these important questions have not been completely understood by using either stand-alone discrete or
continuum models separately in previous work. Therefore, establishing a single unified model that can capture
the discrete-continuum transition across the entire spectrum of saturation regimes is an enormous contribution
for both the fundamental science of wetted granular matters and engineering practices that involves earth surface
processes.

These plans are being supported by the Young Investigator Program Award from the Earth Materials and
Process Program of the Army Research Office, with the starting date of September 1st, 2015. This important
continued support is gratefully acknowledged. We strongly believe that the combination of all these results
will lead to more powerful novel computational tools and deepen understanding of the connections of hydro-
mechanical processes across length scales. These elements will provide a sound theoretical basis necessary for
the analysis of complex practical problems of interest to the Army.
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Chapter 5

Key findings on liquid bridges and the
induced strength anistropy

5.1 Introduction
Many near-surface granular materials, such as sand, silt, seafloor sediment, are infiltrated by water and

air due to rainfall, ground water level changes, or external loadings that promote fluid transport. This moisture
content may transform the mechanical responses of grains that are otherwise cohesion-less and thus reshape the
earth surface features. For instance, adding small water in cohesion-less dry sand may create enough surface
tensions among grains to transform dry sand into an ideal raw material for sculptures. The moisture content may
also change the frictional coefficient of granular materials – a fact exploited by Ancient Egyptians to facilitate
the sliding of heavy objects as evidenced by the wall painting from 1880 B.C. in the tomb of Djehutihotep
[Fall et al., 2014]. In 1490, Leonadro de Vinici began his investigation on capillary phenomena. His study
on capillary has been continued with the work of Laplace, Young, Gauss, Rayleigh, and numerous others in
mathematics, physics, mechanics and engineering disciplines [Koiso and Palmer, 2007]. Figure 5.1 depicts the

Figure 5.1: Saturation regimes of soils (adopted fromNewitt and Conway-Jones [1958]). The hydro-mechanical responses
of wetted granular matter in the pendular regime is the focus of this study.

fluid-particle interactions at various degree of saturation. At nearly saturated condition, capillary effect is nearly
isotropic. However, at the funicular and pendular regimes where water may form liquid clusters and bridges,
anisotropy of the capillary effect can be significant. The surface tension and the presence of menisci may have
important implications on mechanical responses of granular matters. In the pendular regime where degree of
saturation is low, the intermolecular forces exerted on the solid-fluid interface may be strong enough such that
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the liquid may stick and form a pendular birdge in-between solid grains instead of flow in the pores. While a
liquid bridge may introduce attractive force among grains, the relative movement of the grains connected by
the liquid bridges may cause it to spread, stretch and rupture.

At the macroscopic level, the forces due to interaction between solid grains and liquid bridges are often
collectively taken into account as an isotropic suction or capillary stress exerted on a continuum mixture com-
posed of solid, air and liquid [Bishop, 1960, Bishop and Blight, 1963]. This isotropic capillary pressure is often
incorporated into hydro-mechanical finite element models via an extension of effective stress theory. Equipped
with appropriate plasticity models that replicate the suction-dependent constitutive responses (e.g. the basic
Barcelona model [Wheeler et al., 2002]) and retention behaviors, this macroscopic approach has enjoyed a
great success in modeling unsaturated porous media, especially when the degree of saturation is sufficiently
high [Lewis and Schrefler, 1998, Zienkiewicz et al., 1999a, Borja and Koliji, 2009, Sheng et al., 2004]. Never-
theless, recent experimental and theoretical studies have demonstrated that capillary stress is in fact anisotropic
in pendular regime Lu and Likos [2004], Scholtès et al. [2009]. This anisotropy evolves as liquid bridges form
or rupture in the deforming granular material [Richefeu et al., 2006, Scholtès et al., 2009, Wan et al., 2014].
Since the migration of water inside the wetted granular matters also affects the size and shape of the liquid
bridges, this anistropic suction effect is expected to be hysteretic and depends strongly on air and water diffu-
sion. As a result, moisture content may significant alter how wave propagates in unsaturated granular matters.
Nevertheless, the exact mechanism that leads to this evolving anisotropic effect has not been fully understood
[Wan et al., 2014].

This study is aimed to use discrete element simulations to improve our understanding on the grain-air-
water interaction mechanism at grain-scale and how the micro-mechanical interaction induces macroscopic
stress anisotropy. In particular, a linear normal contact model is used to model the normal contact, while the
tangential response is governed by Coulomb friction law. This mechanical discrete element model is coupled
with a capillary model in which solutions of Young-Laplace equation are used to compute the force exerted on
the particles by liquid bridges. From a microscopic perspective, the menisci may form a force chain network
similar to the force chain of grain-to-grain contact network. As the grain assemblies are subjected to external
loadings, liquid bridges may form or rupture due to the motion of particles and thus change the topology of the
menisci network. Since rupture and formation of liquid bridges are governed by the distance between particles,
grain size distribution plays an important role on the evolution of menisci network. To study how suction effect
varies with grain size distribution, we conduct suction controlled experience on two grain assemblies, one
composed of particles of similar sizes and another one composed of a mixture of large particles and fines. The
partial Cauchy stresses are homogenized from both the solid grains and menscii networks. Simulation results
from suction-controlled compression tests at a variety of suction level are analyzed.

As for notations and symbols, bold-faced letters denote tensors; the symbol ‘·’ denotes a single contraction
of adjacent indices of two tensors (e.g. a · b = aibi or c · d = cijdjk ); the symbol ‘:’ denotes a double
contraction of adjacent indices of tensor of rank two or higher ( e.g. C : εe = Cijklε

e
kl ); the symbol ‘⊗’

denotes a juxtaposition of two vectors (e.g. a ⊗ b = aibj) or two symmetric second order tensors (e.g.
(α⊗ β) = αijβkl).

5.2 Generalized Bishop’s coefficient tensor
In geotechnical engineering and geomechanics practice, air-water-particle interaction is rarely modeled

explicitly. Rather, macroscopic homogenized theory, such as Biot’s poroelasticity theory or mixture theory are
often used to model the collective responses of the air, water and solid constituents at macroscopic scale. In this
situation, Cauchy stress (or other appropriate stress measures) is partitioned into three parts, i.e., the effective
stress and the pore water and air pressures. Such a macroscopic treatment is often referred as effective stress
principle. The effective stress principle is originally proposed for saturated porous media in 1936 [Terzaghi,
1996, De Boer, 1996, Sun, 2013, Sun et al., 2013e,b]. The Terzaghi’s effective stress principle may be stated in
the form of two propositions:

1. Effective stress is the exclusive cause for the change of volume and shear strength of a soil.

2. The effective stress of a soil is defined as the different between the total applied stress and the pore fluid
pressure.

Extension of effective stress principle to unsaturated porous media has been proposed by Bishop [1960]. The
Bishop’s effective stress, which is listed in (5.1), is commonly accepted by the geomechanics research com-
munity, although the validity of the total stress partition between suction and effective stress is subjected to
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long-term debate and sometimes misunderstood as indicated by Jennings and Burland [1962], Laloui and Nuth
[2009].

σ′ij = σij − paδij + χsδij (5.1)

with σij being the total stress tensor, s = pa − pw the difference between the pore air pressure pa and the
pore water pressure pw, i.e., capillary pressure, and χ the Bishop’s coefficient which is related to the degree
of saturation Sr [Bishop, 1960]. The major upshot of the usage of Bishop’s effective stress is that it enables a
simple transition to the Terzaghi’s effective stress by imposing χ = Sr = 1 when the porous medium becomes
fully saturated, and χ = Sr = 0 when the porous medium is dry. The Bishop’s coefficient is considered to
be a scalar due to the underlying assumption that the capillary effect is isotropic. However, this assumption
is not valid according to experiments conducted on wetted granular matters in the pendular regime in which
the anistropic nature of the capillary effects cannot be neglected [Lu et al., 2007, Manahiloh and Muhunthan,
2012, Fall et al., 2014]. A possible explanation of the anisotropic effect is that the anisotropy is stemmed from
micro-structural attributes. In particular, since the orientation of the force chains formed by both the granular
contacts and pore water menisci are both not isotropic, the macroscopic capillary stress, which is a function
of force and branch vectors, is also not necessarily isotropic. Furthermore, since the spatial distributions of
granular contacts and pore water menisci are evolving when the wetted granular assemblies subjected to external
loadings, this anisotropic effect is likely to evolve according to the load history, as evidenced by experimental
data obtained from CT images, [Alonso et al., 2010, Hicher and Chang, 2007, Hashemi et al., 2013, Higo
et al., 2013]. Moreover, Richefeu et al. [2006], Soulie et al. [2006] and Scholtès et al. [2009] conducted
discrete element simulations to investigate contact and liquid bridge fabric. They showed that liquid bridge
fabric is both anisotropic and path dependent when subjected to shear loading. This anisotropy may lead to the
anisotropy of macroscopic effective and capillary stress tensors (obtained from homogenizing grain-to-grain
and grain-water-grain contact force and branch vectors) being anisotropic. In this study, our objective is to
quantify the interplay between the microscopic force chain orientation and macroscopic anisotropy of effective
and capillary stresses. In particular, the macroscopic stress is obtained via homogenization of force and branch
vectors [Sun et al., 2013c, Iwashita and Oda, 2000, Cambou et al., 2009], i.e.,

σij = σcontact
ij + σ

capillary
ij + paδij , (5.2)

σcontact
ij = σ

′
ij =

1

V

Ngc∑

gc=1

F gccontact,il
gc
j , (5.3)

σ
capillary
ij =

1

V

Nn∑

n=1

Fncapillary,il
n
j (5.4)

where gc stands for grain contact and n stands for liquid bridge neck. lgc and ln represent the vectors connecting
centers of two grains corresponding to the solid contact and liquid meniscus respectively.Since microstructural
attributes of both force and branch vectors depend on orientations of particle contacts, the capillary stress
σ

capillary
ij , which is the sum of dyadic products of capillary forces and branch vectors as defined in (5.2), is

usually not isotropic even though the macroscopic suction remains isotropic. As a result, we introduce a
tensorial form of Bishop coefficient to replace the isotropic term χsδij in (5.1) by the tensorial form χijs.

σ′ij = σij − paδij + χijs (5.5)

Comparison of (5.5) and (5.2) leads to:

σ
capillary
ij = −χijs = −χij(pa − pw) (5.6)

Like the isotropic classical counterpart in Laloui and Nuth [2009], this generalized Bishop’s coefficient tensor
χij is generally not a constant parameter but depends on the microstructural attributes, such as force chain
topology and pore size distribution. This features will be analyzed in the following sections in which suction-
controlled triaxial loadings are prescribed in wetted granular assemblies. We account for these changes by
micromechanical studies of contact normal and menisci orientation as well as interparticle distance. Our goal
is to investigate how the degree of anisotropy of χij evolves differently in wetted granular matters of different
grain size distribution. The influence of fines content and suction pressure on the principal values and directions
of χij will also be examined.
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5.3 DEM models
The behavior of wet granular media under external loads has been studied both by experimental and nu-

merical approaches [Bishop and Blight, 1963, Fall et al., 2014, Laloui and Nuth, 2009, Wheeler et al., 2002].
As the overall behavior of the specimen is strongly related to the interaction between individual particles and
liquid bridges, understanding on the microscopic forces, grain structures and water distribution is a key step
toward understanding the macrscopic behavior of unsaturated porous media. While recent advancement on
tomographic imaging techniques may potentially open door to study the connection between micro-structures
and macroscopic responses, applying this technique to wetted granular matters remains a technical challeng-
ing task Hashemi et al. [2013]. Meanwhile, macroscopic continuum models based on either mixture theory
or extensions of Biot’s poroelasticity theory have been often used to capture mechanical behaviors of wetted
granular matters. In macroscopic continuum models, the air-water-solid interactions are not modeled explicitly.
Rather, they are collectively considered as a continuum mixture with each constituent (solid, water and air)
occupying a fraction of volume at each macroscopic material points [Borja and Koliji, 2009, Laloui and Nuth,
2009, Salager et al., 2006, Sun et al., 2011c,a].

An alternative to this continuum approach is to explicitly model the interactions among particles, liquid
bridges and air in the wetted granular assemblies. This discrete mechanics approach, often referred as distinct or
discrete element method (DEM), is first introduced by Cundall and Strack [1979]. In DEM, motion of particles
are governed by Newton’s second law and their positions and velocities are computed by an explicit finite
difference integration scheme. In this study, we use an open source discrete element code, YADE (Yet Another
Dynamic Engine) to model the friction-cohesive mechanical behavior of wetted granular matters at the pendular
regime [Šmilauer et al., 2010]. The linkage between micro-scale and macro-scale properties is established by
the homogenization techniques, where macroscopic strain and stress tensors of a representative elementary
volume are derived from the positions of particles and liquid bridges, as well as the normal, tangential forces
exerted on them [Kruyt and Rothenburg, 1996]. The capillary physics was introduced into the model by solving
the Young-Laplace equation. Various numerical simulations have been conducted to examine the evolution of
mechanical and hydraulic properties of unsaturated granulates. To simplify the problem, we assume that the
degree of saturation remains low enough during the numerical simulations such that water only exists in the
form of liquid bridges between the surface of grain pairs. As a result, inter-particle normal force is combined
effect of grain-to-grain normal contact force and capillary force developed in liquid bridges. Such hypothesis
is usually valid at low water content and the corresponding unsaturated state is called the pendular regime. The
triaxial compression tests were performed on numerical samples and the effect of partial saturation on macro
and micro behaviors is studied.

5.3.1 Contact friction model
The classic frictional-normal contact law for cohensionless particles is adopted in the DEM simulation to

model the granular contact between two particles. The contact force between two particles is generated when
the two overlap with each other and follows the Hooke’s law. Two stiffness can be defined: Kn and Kt in
the normal n and tangential direction t of the contact plane respectively, as shown in Figure 5.2. Incremental
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Figure 5.2: Contact friction model.

changes in the normal force dF n and the tangential force dF t are thus expressed as:

dF n = KndUnn (5.7)
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dF t = −KtdU t (5.8)

where dUn is the incremental normal overlap distance and dU t is the incremental tangential relative displace-
ment vector.

The tangential force is limited by a maximum value of ||Fmax
t || = −µ||F n|| according to the Coulomb

friction law, where µ is the Coulomb friction coefficient. It is related to the inter-particle friction angle φc by
µ = tan(φc).

More complex model such as Hertz-Mindlin could also be used [Sun et al., 2013c], yet studies suggested
that there are no significant improvements compared to the linear model and that the calculation time increases
significantly Di Renzo and Di Maio [2004].

5.3.2 Capillary model
Many DEM liquid bridge models have been developed to introduce attractive capillary forces between

grains in pendular regime, and some of them are based on solving the Young-Laplace equation. For example,
some researchers approximate the form of liquid bridge by torus and derive the water volume and capillary
force from the suction pressure ∆p = pair − pwater, but the capability of treating poly-disperse assemblies
is limited [Jiang et al., 2004]. There are also models which explicitly express the capillary force in terms of
geometric parameters of liquid bridge, but in those cases the suction pressure becomes an additional unknown
[Soulie et al., 2006]. In this study, we employ the capillary model implemented in the DEM code YADE to
simulate the capillary effect at grain-scale. This model, originally introduced by Scholtès et al. [2009], differs
from the above approaches in the sense that the suction pressure ∆p is assumed uniform in space and serves
as the control parameter for unsaturated sample tests. The distribution of liquid bridges in the samples is
hence close to homogeneous. The menisci volumes and capillary forces are directly computed from ∆p and
grain-pair geometry by interpolating discrete numerical solutions of the Young-Laplace equation. We briefly
outline the capillary model in this section and interested readers please refer to [Scholtès et al., 2009] for further
information.

The geometry and parameters of the liquid bridge model are illustrated by Figure 5.3. The complex profile
of the menisci is described by the curve function y(x) in the coordinate system of 5.3. The two principal radii
of the local surface curvature are given by r1(x) = y(x)

√
1 + y′2(x) and r2(x) = (1+y′2(x))3/2

y′′(x) . The curvature
of the liquid bridge C is defined by 1

C = 1
r1

+ 1
r2

. R1 andR2 are sphere radii, ζ1 and ζ2 are the filling angles, θ is
the wetting angle, xc1 and xc2 are the x-coordinates of the solid-liquid-air interface, and D is the intergranular
distance.
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Figure 5.3: Liquid bridge model

The liquid bridge model is governed by a system of four nonlinear equations. Firstly, the curvature of the
liquid bridge C can be related to the suction pressure ∆p = pair − pwater and the surface tension γ through the
Young-Laplace equation:

∆p = s =
γ

C
(5.9)

The non-linear differential equation for the menisci profile y(x) therefore writes:

∆p

γ
(1 + y′2(x))3/2 +

1 + y′2(x)

y(x)
− y′′(x) = 0 (5.10)
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The attractive capillary force exerted by the liquid bridge can be estimated at the profile neck y0 based on
the "gorge method" [Hotta et al., 1974]:

Fcapillary = 2πy0γ + πy2
0∆p (5.11)

The corresponding volume of liquid bridge between two spheres is computed by:

V = π

∫ xc2

xc1

y2(x)dx− 1

3
πR3

1(1− cos(ζ1))2(2 + cos(ζ1))− 1

3
πR3

2(1− cos(ζ2))2(2 + cos(ζ2)) (5.12)

and the intergranular distance D:

D = R2(1− cos(ζ2)) + xc2 +R1(1− cos(ζ1))− xc1 (5.13)

The solution scheme of the above system of equations (5.10) - (5.13) incorporated in YADE leads to a
suction-controlled model where the capillary force and volume of a liquid bridge can be determined by the
imposed macroscopic suction pressure ∆p for a given pair of spheres of radius R1, R2 and their inter-granular
distance D. The formation of liquid bridge is assumed to occur once the two grains come into contact. The
critical inter-granular distance beyond which the liquid bridge ruptures is not explicitly given, but corresponds
to the distance value from which the Young-Laplace equation no longer provides a stable liquid bridge [Lian
et al., 1993]. The distribution of liquid bridges evolves with the updated sample configuration and the overall
degree of saturation is directly computed by the total volume of menisci. In this study, the surface tension is set
to be 0.073 N/m and the contact angle θ is equal to 0 in the program.

The current model presents some simplifications and limitations. All particles in the granular assemblies
are assumed spherical, and surface roughness and gravity are negligible [Toker et al., 2014]. The degree of
saturation is restricted to low values (Sr < 12%) so that overlappings of neighboring inter-particle liquid
bridges are assumed negligible. The interparticle friction angle is assumed constant and does not vary with the
degree of saturation. The model also does not incorporate the redistribution law of water when the menisci
breaks.

5.4 DEM experiment results
5.4.1 Evolution of Bishop’s coefficient during suction-controlled triaxial tests

We firstly investigate the evolution of the Bishop’s effective stress coefficient χ during a triaxial compres-
sion test on a specimen of equal-sized spheres. The diameter of the grains is set to a small value of 0.1 mm
(fine sand). A box made of six rigid frictionless walls is constructed, inside which a DEM assembly is prepared
by a sphere packing generation algorithm available in YADE and contains about 11,000 particles. The material
parameters are chosen to be the same as the previous DEM experiments in [Scholtès et al., 2009] (YoungâĂŹs
modules E=50 MPa, ratio of tangential and normal stiffness α = kt

kn
= 0.5, and friction angle ϕc = 30

degree). The deforming of the DEM sample is carried out by moving the walls according to the prescribed
loading processes. The suction pressure in the numerical test is maintained constant (10 kPa), corresponding to
a suction-controlled triaxial test on unsaturated soil. This first simulation consists of three stages. An isotropic
compression takes place under a confining pressure of 10 kPa. The quasi-static compression is carried out along
the Y axis until 15% axial strain at which the sample is near its critical state, while the lateral borders (X, Z axis)
always offer the 10 kPa confining pressure. The deformed sample is then subjected to an extensive loading path
along the Y axis back to its origin zero-strain configuration, in order to see if the evolution of the BishopâĂŹs
coefficient will follow the same curve in the opposite direction. The state path of the numerical test is shown
in Fig.5.4 in the space of the shear stress q = σ1 − σ3, the average effective stress p′ = 1

3(σ′1 + σ′2 + σ′3) and
the porosity Φ, where the subscripts 1,2,3 denote the major, intermediate and minor principal directions in the
compression test respectively. Note that we conserve this assignment although at the late phase of the reverse
test the major and minor principal directions will switch between them (σ1 < σ3), thus allowing the shear stress
to be negative and the ratio of the principal values to be smaller than 1.

The simulated hydro-mechanical responses such as the shear stress and the porosity (Fig.5.5) resemble
those in classical triaxial compression and extension tests on sand [Shapiro, 2000]. In the compression test, as
expected, the pre-consolidated sample shows an initial contractancy and then dilates with a decreasing slope
until a critical porosity or degree of saturation is reached. During the extension test, the sample is firstly
compressed and then dilated. However, the paths it follows does not coincide with the previous curves in
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Figure 5.4: State path of the triaxial compression test and the reverse test. The arrows point at the loading direction.

compression test, although the only change in experiment conditions is the reverse of the axial loading direction.
This can be foreseen based on the plastic nature of granular materials: the deformation of granular media
induces a permanent change in the contact fabric because the internal contact and liquid bridge forces between
grains are not capable of restoring the initial configuration. Under the external restoring load, the total major
principal stress σ1 quickly drops to the controlled lateral stress σ3 at 14.2% strain (with initial isotropically
confined sample as reference)and the principal directions alter thereafter. The switch between the contractancy
and dilatancy occurs at 4% strain as indicated by the porosity Φ, the degree of saturation Sr and the coordination
number K. We distinguish the coordination number of grain contact forces and the coordination number of
liquid bridge forces and present their evolution in Fig. 6. The number of grain contacts immediately decreases
when the deviatoric loading begins, and the evolution of number of liquid bridges lags behind, since meniscus
could persist when a grain pair initially in contact is separated by a distance smaller than the model’s rupture
distance.

During the compression test as shown by the red curves in Fig.5.5, both the major principal component χ1

and the minor component χ3 of χ briefly increase and then decrease smoothly. The fact that χ3 decreases more
rapidly than χ1 clearly reveals the anisotropic nature of the Bishop’s effective stress coefficient. The measure
of the anisotropy χ1

χ3
also follows closely the same pattern, suggesting a relation between the density of the

sample and the anisotropy of the capillary stress tensor.
As for the extension test shown by the blue curves in Fig.5.5, χ1 and χ3 exhibit different behavior: χ1

rises to a peak value at 12.5% strain and the the latter decreases neglecting the continuous reduction of Φ and
the augmentation of Sr; χ3 persistently increases although both Φ and Sr attain their extrema and evolves in
opposite direction. The resulting evolvement ratio χ1

χ3
consists of two straight lines of different slopes (Fig.5.5

(f) guide lines) divided at the 12.5% strain where χ1 reaches its peak.
The relation between χ and Sr is illustrated in Fig.5.7. Unlike the former totally different paths in the

spaces such as (q, p′,Φ), (q, ε) and (Φ, ε), the opposite loading initially reverses χ1, χ3 and χ1

χ3
approximately

along the same paths as those in the compression test. The paths all bifurcate around Sr = 3.58% (Fig.5.7
guide lines), corresponding to the peak of χ1 at 12.5 % strain. The Bishop’s coefficient becomes more and
more isotropic as its two principal components approach each other and an unstable isotropic state is attained
when Sr reaches its extremum at 4% strain. Afterwards, the principal directions of χ alter and the degree of
anisotropy rises again.

A micromechanical analysis method has been developed and exploited to investigate the internal structure
of liquid bridges of wet granular media. The method separates the distribution of the menisci orientation and the
distribution of the mean capillary force intensity by writing the capillary stress in the following form [Scholtès
et al., 2009]:

σcapillary =
1

V

∫

V
< Fcapillary · l >n Pmeniscus(n)n⊗ ndV (5.14)
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Figure 5.5: Evolution of the (a) shear stress, (b) porosity, (c) degree of saturation, (d) coordination number, (e) major
and minor principle values of the Bishop’s coefficient and (f) their ratio along the triaxial compression test (red line, from
left to right) and the reverse extension test (blue line, from right to left).
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Figure 5.6: Evolution of the (a) coordination number of grain contact forces and (b) coordination number of liquid bridge
forces along the triaxial compression test (red line, from left to right) and the reverse extension test (blue line, from right
to left).
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Figure 5.7: Major and minor principle values χ1 and χ3 of the Bishop’s coefficient (a) and their ratio (b) vs. degree of
saturation. At the late phase of the reverse test the major and minor principal directions switch between them, yet the
subscripts 1 and 3 still refer to the same principal directions as before, allowing the ratio to be smaller than 1.

where n refers to the unit vector of azimuthal direction emanated from the center of granular sample, Pmeniscus(n)
is the probability of a meniscus having the orientation n and < Fcapillary · l >n is the mean value of the dot prod-
uct of the capillary force and the branch vector along the direction n.

Figure 5.1 recapitulates the rose diagram within the YZ plane of the distribution of P (n) and < F · l >n
for both contacts and liquid bridges, setting the compression axis Y as the 0 degree reference. Pcontact(n)
increases quickly in the Y direction and reduces in the lateral direction, in accordance with the external loading.
Pmeniscus(n), however, has its own fabric and align with the Y axis very smoothly, since liquid bridges can
still connect two separated grains within a rupture distance. On the other hand, both < Fcontact · l >n and
< Fcapillary · l >n reach abruptly their maximum anisotropic patterns and then gradually reduce to smaller area
when the whole sample becomes loose.

With regard to the subsequent extension test, Figure ?? illustrates the internal structure evolution when the
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Table 5.1: Distribution of contact and menisci normal Pcontact(n), Pmeniscus(n) and average force intensity< Fcontact · l >n,
< Fcapillary · l >n during the suction controlled triaxial compression test.

active border moves in the opposite direction. The elevation of χ1 at the beginning appears to be dominated
by the fact that more liquid bridges are oriented around the Y axis. This trend stops at 12.5% strain and
Pmeniscus(n) starts to increase in the perpendicular direction. According to the capillary model introduced
in section 5.3.2, the magnitude of the capillary force decreases as the inter-granular distance increases. The
< F · l >n diagrams thus indicate that the inter-particle distances along Y axis are slowly enlarged and the
distances along Z direction are reduced. Both evolution of Pmeniscus(n) and < F · l >n result in the decrease of
the major principal component of the capillary stress σcapillary

1 and χ1 drops gradually as shown in Fig. 5.5 and
5.7.

The above micromechanical analysis emphasizes that the distribution of liquid bridge orientation and in-
tergranular distance have important roles on the anisotropy of the Bishop’s effective stress coefficient χ. The
fabric of menisci orientation and that of intergranular distance are generally different and their evolution under
external loads depends on the previous configuration of the granular structure or the loading history. The main
source of the discrepancy between contact and capillary stress anisotropies is the different role capillary inter-
actions play in grain assemblies. Unlike solid contact between grains, liquid bridges are capable of connecting
closely separated neighboring particles and provide attractive capillary forces.

Additional simulations analogous to the previous tests were later performed to study the effect of suction
pressure SU on the evolution of χ during the extension test. The curves shown in Fig.5.8 confirm that the
formerly observed evolution trends of χ1, χ3 and χ1

χ3
also present for SU=20 kPa and SU=50 kPa. However,

both the strains at which χ1 reaches its peak and χ1 and χ3 intersect shift to right. Furthermore, the degree of
anisotropy increases with SU.

5.4.2 Effect of fines content on Bishop’s coefficient
It has been commonly accepted that the internal structure of granular materials will be modified upon

addition of fine particles. For example, small amounts of silt particles introduced into sand could make the
sand structure less stable, thus increase the compressibility of the mixture [Lade and Yamamuro, 1997]. The
behavior of this granular mixture under external loads strongly depends on its internal force-chain, through
which interaction forces are transferred and endured [Thevanayagam, 1998]. Some fines may be inactive in the
force transmission as they sit in voids of the soil skeleton constructed by coarse grains, while others can sustain
forces as they are trapped in the contact regions between the larger grains. When more fines are added, the
contact between fine grains may become predominant inside the sample. An illustration of different mixture
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Table 5.2: Distribution of contact and menisci normal Pcontact(n), Pmeniscus(n) and average force intensity< Fcontact · l >n,
< Fcapillary · l >n during the suction-controlled triaxial extension test.

configurations is shown in Fig.5.9.
In our DEM simulations on investigating the effect of fines content on Bishop’s coefficient χ, we prepared

a series of numerical samples composed of large particles and different amounts of fines. The same sphere
packing generation algorithm as in Section 4.1 is employed. Firstly, for each sample, 5,000 large grains of 0.1
mm diameter are randomly distributed inside a cubic box made of six rigid frictionless walls with no overlaps
in between. All samples have the same initial configuration of coarse grains. Then, fine grains of 0.04 mm
diameter are randomly inserted into the void of these coarse grain networks. In the resulting mixtures, the ratios
of the number of coarse grains and fine grains ncoarse : nfine are equal to 1:7, 1:8, 1:9 and 1:10, respectively.
Each sample is consolidated closely to the same porosity of 0.342 under 10 kPa confining pressure by setting
the friction angle to as small as 0.5 degree. It is then reset to 30 degree for compression test along Y axis.

As presented in Fig. 5.10, ncoarse : nfine = 1 : 7 and ncoarse : nfine = 1 : 8 samples have nearly the same
peak shear stresses as the coarse sample, but possess higher residual shear stresses. The peaks in other samples
are slightly reduced, suggesting that the skeleton of coarse grains is rendered less stable by high amounts of
fines. The dilantacy for all mixtures is largely increased as expected.

When different amount of fines are added into the sample of large grains, the major principal component
of the Bishop’s coefficient χ1 as well as the major/minor principle value ratio χ1

χ3
decreases significantly, as ob-

served in Fig. 5.11. Since the initial grain assemblies composed of particles of different sizes do not necessarily
yield isotropic grain structures, the principal components χ1 and χ3 may not coincide at 0% strain. For each
coarse-fine grains sample in our simulations, the major principal direction corresponds to the lateral directions
(X, Z axis) at the beginning of the deviatoric loading. As the axial strain (along Y axis) is applied gradually, the
axial component of Bishop’s coefficient surpasses the lateral components and thus the axial direction becomes
the major principal direction. The strain at which the principal directions alter depends on the fines content. The
ratio χ1

χ3
is reduced in all mixtures by about 6.8 percent. This observation reveals that the mechanical response

of grain assemblies with fines is more isotropic.
Fig. 5.12 provides the relationships between the Bishop’s coefficient and the degree of saturation. The

increased retention of water, reduction of component values and decreased anisotropy could be clearly observed.
These phenomena make χ closer to the χ = Sr line, corresponding to the assumption that the coefficient is
equal to the degree of saturation [Laloui and Nuth, 2009].

In order to gain a notion on how the internal structures of the coarse-fine mixtures are influenced by devi-
atoric loading and presence of fines, we distinguished the contacts between two coarse grains, two fines and
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Figure 5.8: Evolution of Bishop’s coefficient during extension test (from 15% to 5%). χ1 (top left) and χ1

χ3
(top right)

versus axial strain. χ1 and χ3 versus degree of saturation Sr (bottom) under suction of 10 kpa (c), 20 kpa (d), and 50 kpa
(e). The arrows point at the loading direction. The initial isotropic configuration is set to be the reference.

coarse-fine grains couple, then monitored the evolution of their potion during triaxial compression tests. The
same counts were performed for liquid bridges. The results are shown in Fig.5.13. It is common behavior that
the coarse-coarse contacts and coarse-fine contacts decrease as the samples are slowly compressed along Y
axis, while the portion of fine-fine contacts augment. Liquid bridges have the similar trends but the changes are
more subtle. Besides, we could see that the coarse-fine interactions dominate in ncoarse : nfine = 1 : 7 sample.
When the fines content is varied to ncoarse : nfine = 1 : 8, the coarse-fine and fine-fine occupy approximately
the same level of portion. With further increase in fines content, fine-fine interactions predominate over coarse-
fine interactions, indicating that the skeleton constituted of fine grains starts to take over the responsibility of
reacting to external loads.
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(b)

Figure 5.9: Inter-granular soil mix classification. Case (a): network dominated by coarse grain interactions with fine
particles confined within void or between grains. Case (b): network dominated by fine grain interactions. The inter-
granular distances are enlarged to show the network of liquid bridges.
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Figure 5.10: Shear stress (left) and porosity (right) versus axial strain curves with SU= 10kPa under constant confining
stress 10 kPa. The samples are prepared with different ratios of the number of coarse grains and fine grains ncoarse : nfine
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(right) versus axial strain for samples of different amount ratios of coarse grains and fine

grains ncoarse : nfine
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Figure 5.12: χ1 (solid lines) and χ3 (dashed lines) versus degree of saturation Sr for samples of different amount ratios
of coarse grains and fine grains ncoarse : nfine

5.4.3 Effect of suction pressure on χ for coarse sample and coarse-fine mixture
In this section we perform triaxial compression tests with different suction pressure SU on samples of equal-

sized coarse grains of diameter 0.1 mm (A) and the mixture of coarse and fine grains (B). Firstly, 5,000 large
grains are distributed randomly inside a cubic box with no overlaps in between, whose configuration is identical
in A and B. Then, for sample B, fine grains of 0.04 mm diameter are inserted into the void as many as possible.
The resulting mixture has a coarse/fine grains number ratio of 1:7.3 and a volume ratio of 1:0.4672. Both
samples are isotropically consolidated under confining pressure of 10 kPa before the deviatoric loading.The
initial porosity of sample A and B are 0.394 and 0.341, respectively.

Fig.5.14 presents the stress-strain relationships and porosity versus axial strain curves under different suc-
tion pressure of 10 kPa, 20 kPa, 50 kPa. Both A (left column)and B (right column) show peak shear stresses
and exhibit strain-softening behavior, as well as the initial contractancy and following dilatancy. The curves
suggest that adding fines into the coarse grains increases the peak shear stress and also the dilatancy under the
same SU. In addition, fines make the suction pressure effect more significant, based on the observation that the
discrepancies of the stress and porosity curves between different pressure are enlarged for sample B.

Fig. 17 presents the evolution of principal components of Bishop’s coefficient and their ratio. For sample A,
the principal values curves under different SU display the similar behavior as the study in Section 3.1. Both χ1

and χ3 decrease as the SU increases. For sample B, however, the evolution of the principal values is changed,
since the initial internal structure constituted by coarse grains is modified by fines. Under 10 kPa suction
pressure, the components significantly reduce 54 percent at 0% strain compared to A, and the component in
lateral direction is larger than the axial component at the first time. The principal directions switch later at
about 2% strain. The differences of χ1 and χ3 between the cubic shape at 0% strain and the deformed shape at
5% strain are also decreased. The same reduction also appears for SU=20k Pa, where the magnitudes maintain
the same. On the other hand, for SU=50k Pa, the initial values of χ1 and χ3 increased about 58%. The curves
of χ1/χ3 in Fig.5.16 indicate that the degree of anisotropy increases with SU for each sample. Comparison
between A and B shows that χ becomes more isotropic when fines are added in between large particles. The
ratio χ1/χ3 drops by 6.3%, 10.5% and 7.7% for SU=10 kPa, 20 kPa and 50 kPa respectively. This phenomenon
may be attributed to the fact that the number of water bridges between two large grains is remarkably raised.
Fine particles could fill the void between coarse grains and offer more proximate intergranular regions, thus
capture much more water. Moreover, the contact normals between fines inside the inter-space of large grains
are diversified and thus making the directions of trapped menisci more random. In this case the coarse grains
are submerged in media of fines and smaller water bridges that are closer to saturated water than the discrete
water bridges in sample A. Therefore, sample B exhibits less anisotropy on Bishop’s coefficient than sample A.

Fig.5.16 describes the relationship between the Bishop’s coefficient and Sr under different suction pressure.
All the curves shift towards right for sample B, confirming that more water is retained. For SU=10 kPa, the
combination of this phenomena and the reduction of χ1 and χ3 values makes χ closer to the χ = Sr line.
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Figure 5.13: Evolution of interaction compositions versus axial strain for samples of different amount ratios of coarse
grains and fine grains ncoarse : nfine

31



0 1 2 3 4 5
0

5

10

15

20

25

30

Axial Strain [%]

S
h

ea
r 

S
tr

es
s 

[k
P

a]

 

 

Dry
SU = 10 kPa
SU = 20 kPa
SU = 50 kPa

0 1 2 3 4 5
0

5

10

15

20

25

30

Axial Strain [%]

S
h

ea
r 

S
tr

es
s 

[k
P

a]

 

 

Dry
SU = 10 kPa
SU = 20 kPa
SU = 50 kPa

0 1 2 3 4 5
32

34

36

38

40

42

Axial Strain [%]

P
o

ro
si

ty
 [

%
]

 

 

Dry
SU = 10 kPa
SU = 20 kPa
SU = 50 kPa

0 1 2 3 4 5
32

34

36

38

40

42

Axial Strain [%]

P
o

ro
si

ty
 [

%
]

 

 

Dry
SU = 10 kPa
SU = 20 kPa
SU = 50 kPa

Figure 5.14: Shear stress and porosity versus axial strain curves with different suctions (SU) under constant confining
stress 10 kPa. Left column: sample of coarse grains . Right column: mixture of coarse and fine grains

5.5 Conclusions
In this work, we introduce a tensorial Bishop coefficientχ to characterize the anistropic responses of wetted

granular materials. Using solutions from the Young-Laplace equation, we conduct discrete element simulations
to analyze how the formation and rupture of liquid bridges affects the principal values and directions of the
tensorial Bioshop coefficient for two grain assemblies undergoing triaxial compression and extension loading
paths. The results suggest that the anisotropy of χ is inherently path dependent and also related to suction
pressure. A statistic analysis of interaction normal distribution offers micro-scale investigation of the effect of
contact and menisci fabric evolution on Bishop’s coefficient. Another group of simulations were performed
on samples of coarse grains whose internal skeleton was modified by insertion of different amounts of fine
grains. These samples of various fines contents were subjected to triaxial compression loading. Results suggest
a dependence of Bishop’s coefficient on the type of interaction that dominates the skeleton. Comparing results
for both coarse sample and mixtures, we concluded that the addition of fines captures more water and renders the
liquid bridges distribution less discontinuous and less anisotropic. On the other hand, the tests under different
suction pressure confirmed that a sample with high SU retains less volume of water, thus has a more discrete
menisci distribution and show more anisotropy on Bishop’s coefficient.

This paper focuses on the study of unsaturated granular matter in pendular regime. To extend this study to
higher degree of saturation, the Young-Laplace equation could no longer be used. The usage of CFD or two-
phase flow interacting with DEM is more appropriate and will be in the scope of future studies. The current
models also does not consider some factors such as surface roughness, hysteresis of contact angle and the
coalescence and redistribution of liquid bridges. The study within this paper bases on the idealized numerical
model and does not fully replicate the real behaviour of unsaturated soils. An ongoing research is performed to
improve the numerical model by comparing with experimental results.
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Figure 5.15: χ1 and χ1

χ3
versus axial strain for sample of coarse grains (left column) and mixture of coarse and fine grains

(right column)
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Figure 5.16: χ1 (solid lines) and χ3 (dashed lines) versus degree of saturation Sr for sample of coarse grains (left
column) and mixture of coarse and fine grains (right column)
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Chapter 6

Key Findings on multiscale granular physics

6.1 Introduction
A two-phase fluid-infiltrating porous solid is made of a solid matrix and a pore space saturated by fluid.

When subjected to external loading, the mechanical responses of the porous solid strongly depend on whether
and how pore fluid diffuse inside the pore space. The classical approach to model the fluid-solid interaction in
a porous solid is to consider it as a mixture continuum in the macroscopic scale. At each continuum material
point, a fraction of volume is occupied by one or multiple types of fluid, while the rest of volume is occupied by
the solid constituent. A governing equation can then be derived from balance principles of the mixture [Terzaghi
et al., 1943, Biot, 1941b, Truesdell and Toupin, 1960, Bowen, 1980, 1982]. One key ingredient for the success
of this continuum approach is the effective stress principle, which postulates that the external loading imposed
on porous solid is partially carried by the solid skeleton and partially supported by the fluid [Terzaghi, 1936,
Biot, 1941b, Nur and Byerlee, 1971b, Rice and Cleary, 1976a]. By assuming that the total stress is a linear
combination of the effective stress of the solid skeleton and the pore pressure of interstitial fluid, analytical
and numerical solutions can be sought once a proper set of constitutive laws is identified to relate effective
stress with strain and internal variables, and Darcy’s velocity with pore pressure can be identified even though
effective stress cannot be measured directly [Terzaghi et al., 1943, Schofield and Wroth, 1968, Wood, 1990,
Manzari and Dafalias, 1997, Pestana and Whittle, 1999, Ling et al., 2002]. In recent years, the advancement of
computational resources has led to the development of numerous finite element models that employ the effective
stress principle [Prevost, 1982, Simon et al., 1986, Borja and Alarcón, 1995b, Armero, 1999, Sun et al., 2013e,
Sun, 2015a]. Nevertheless, modeling the complex path-dependent responses for geomaterials remains a big
challenge [Dafalias and Manzari, 2004]. This difficulty is partly due to the need to incorporate a large amount
of internal variables and material parameters, which makes the calibration more difficult. Another difficulty is
due to the weak underpinning of the phenomenological approach to replicate anisotropy caused by changes of
micro-structures and fabric [Li and Dafalias, 2015].

A conceptually simple but computational expensive remedy to resolve this issue is to explicitly model the
microscopic fluid-solid interaction. In fact, this approach has been widely used to study sedimentation prob-
lems. Previous work, such as Han et al. [2007], Mansouri et al. [2009], Goniva et al. [2010], Han and Cundall
[2013], Robinson et al. [2014], Berger et al. [2015], has obtained various degree of successes in simulating
fluidized granular beds by establishing information exchange mechanism among discrete element model and
fluid solvers. For a subset of two-phase problems in which the length scale of interest is larger than the grain
diameter and the fluid flow is laminar, the pore-scale interstitial fluid motion is often not resolved but instead
modeled via a locally averaged Navier-Stokes equations (LANS) that couples with DEM via a parametric drag
force [Curtis and Van Wachem, 2004, Robinson et al., 2014]. By assuming that a weak separation of scale is
valid, this meso-scale approach essentially couples the large scale Navier-Stokes fluid motion with grain-scale
DEM model that captures the granular flow nature via interface force. While this method is found to be very
efficient for mixing problem, coupling the macroscopic flow at meso-scale via force-based interaction is not
without limitations. First, the simulated hydro-mechanical coupling effect is highly sensitive to the fluid drag
force model chosen to replicate the particle-fluid interaction. This can lead to complications for calibration and
material identification, as the expressions of these fluid drag forces are often empirically correlated by the local
porosity, Reynolds number and other factors such as the diameter of the particles, [Zhu et al., 2007]. Further-
more, the meso-scale fluid-particle simulations still require significant computational resources when a large
number of particles are involved.
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The purpose of this study is to propose a new multiscale hydro-mechanical model that (1) provides the
physical underpinning from discrete element simulations, (2) resolves the problems associated with the phe-
nomenological nature of drag force, and (3) improves the efficiency of large-scale problems. Our target is a
sub-class of problems in which the solid skeleton is composed of particulate assemblies in solid state (rather
than granular flow) and the porous space is fully saturated with a single type of pore fluid in laminar regime.
As in the previous work for particle-fluid system [Curtis and Van Wachem, 2004, Robinson et al., 2014], we
also adopt the assumption that a weak separation of scale exists between the motion of solid particles and that
of the pore fluid. Our major departure is the way we employ this weak separation of the pore fluid to establish
hydro-mechanical coupling across length scales. Instead of using the phenomenological drag force model to
establish coupling, we use the effective stress principle to partition the macroscopic total stress as the sum of
effective stress, which comes from microscopic DEM simulation, and the fluid contribution, which comes from
the Biot’s coefficient inferred from DEM assemblies and the pore pressure updated from a total Lagrangian
poromechanics finite element solver.

The coupled transient problem requires a time integration scheme to advance numerical solution from
known solid displacement un and pore-fluid pressure pfn at time tn to unknowns un+1 and pfn+1 at the next
time step tn+1 = tn + ∆t. Explicit integration scheme has been employed in multiscale dynamic analysis
of soils [Onate and Rojek, 2004]. This method is simple in the sense that it advances solutions without solv-
ing system of equations. However, it often requires small time steps in order to achieve numerical stability,
and when coupling with DEM solver, the condition is even more stringent. Another approach, the implicit
scheme, has the possibility of attaining unconditional stability, but the linearization of variational equations,
equation solving and iterations require much computational cost per time step. To make a trade-off, Hughes
et al. [1979] and Prevost [1983] suggest the usage of an implicit-explicit predictor/multicorrector scheme in
nonlinear hydro-mechanical transient problem. Our main contribution in this study is the extension of this
method to multiscale coupling problems. We suggest a distinct treatment of the elastic and plastic component
of material stiffness homogenized from DEM microstructures. Accordingly, an information exchange scheme
is established between the FEM and DEM solvers.

The rest of this paper is organized as follows. In section 2, we first describe the homogenization theory for
saturated porous media serving as the framework for micro-macro transitions. Then, the discrete-continuum
coupling model in the finite deformation range is presented in Section 3. The details of the multiscale semi-
implicit method are provided in Section 4, with an emphasis placed on how the material properties homoge-
nized from DEM are employed in the semi-implicit FEM-mixed-DEM solution scheme. Selected problems in
geomechanics are simulated via the proposed method to study its performance and their results are presented
in Section 5. Finally, concluding remarks are given in Section 6.

As for notations and symbols, bold-faced letters denote tensors; the symbol ‘·’ denotes a single contraction
of adjacent indices of two tensors (e.g. a · b = aibi or c · d = cijdjk ); the symbol ‘:’ denotes a double
contraction of adjacent indices of tensor of rank two or higher ( e.g. C : εe = Cijklε

e
kl ); the symbol ‘⊗’

denotes a juxtaposition of two vectors (e.g. a ⊗ b = aibj) or two symmetric second order tensors (e.g.
(α⊗β) = αijβkl). As for sign conventions, we consider the direction of the tensile stress and dilative pressure
as positive. We impose a superscript (·)DEM on a variable to emphasize that such variable is inferred from
DEM.

6.2 Homogenization theory for porous media
In this section, we describe the homogenization theory we adopt to establish the DEM-mixed-FEM coupling

model for fully saturated porous media. Previous work for dry granular materials, such as Miehe and Dettmar
[2004], Miehe et al. [2010], Nitka et al. [2011], Guo and Zhao [2014], has demonstrated that a hierarchical
discrete-continuum coupling model can be established by using grain-scale simulations to provide Gauss point
stress update for finite element simulations in a fully implicit scheme. Nevertheless, the extension of this idea
for partially or fully saturated porous media has not been explored, to the best knowledge of the authors.

In this work, we hypothesize that the pore-fluid flow inside the pores is in the laminar regime and is dom-
inated by viscous forces such that Darcy’s law is valid at the representative elementary volume level [Sun
et al., 2011c,a, 2013c]. Provided that this assumption is valid, we define the pore pressure field only at the
macroscopic level and neglect local fluctuation of the pore pressure at the pore- and grain-scale.

On the other hand, we abandon the usage of macroscopic constitutive law to replicate the constitutive re-
sponses of the solid constituent. Instead, we apply the effective stress principle [Terzaghi et al., 1943, Gray
et al., 2009, 2013] and thus allow the change of the macroscopic effective stress as a direct consequence of the
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compression, deformation and shear resistance of the solid constituent inferred from grain-scale simulations.
As a result, the effective stress can be obtained from homogenizing the forces and branch vectors of the force
network formed by the solid particles or aggregates, while the total stress becomes a partition of the homog-
enized effective stress from the microscopic granular assemblies, and the pore pressure from the macroscopic
mixture continuum.

6.2.1 Dual-scale effective stress principle
In this study, we make assumptions that (1) a separation of scale exists and that (2) a representative volume

element (RVE) can be clearly defined. Strictly speaking, the assumption (2) is true if the unit cell has a periodic
microstructure or when the volume is sufficiently large such that it possesses statistically homogeneous and
ergodic properties [Gitman et al., 2007].

With the aforementioned assumptions in mind, we consider a homogenized macroscopic solid skeleton
continuum Bs ⊂ R3 whose displacement field is C0 continuous. Each position of the macroscopic solid body
in the reference configuration, i.e., X = Xs ∈ Bs

0, is associated with a micro-structure of the RVE size. Let
us denote the trajectories of the macroscopic solid skeleton and the fluid constituent in the saturated two-phase
porous medium from the reference configuration to the current solid configuration as,

x = ϕs(X, t) ; x = ϕf (Xf , t) (6.1)

Unless the porous medium is locally undrained, the solid and fluid constituents are not bundled to move along
the same trajectory, i.e., ϕs(·, t) 6= ϕf (·, t). If we choose to follow the macroscopic solid skeleton trajectory to
formulate the macroscopic balance principles, then the control volumes are attached to solid skeleton only, and
the pore fluid motion is described by relative movement between the fluid constituent and the solid matrix, as
shown in Fig. 6.1. The deformation gradient of the macroscopic solid constituent F can therefore be written
as,

F =
∂ϕ(Xs, t)

∂Xs =
∂ϕ(X, t)

∂X
=

∂x

∂X
(6.2)

in which we omit the superscript s when quantities are referred to solid phase. Now, following [Miehe and

W.C. Sun and J.E. Andrade

The matrix form reads,
�

0 0
Bpu Ktran

pp

� �
u̇
ṗ
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Figure 6.1: Trajectories of the solid and fluid constituents ϕs = ϕ and ϕf . The motion ϕ conserves all the mass of the
solid constituent, while the fluid may enter or leave the body of the solid constituent. Figure reproduced from [Sun et al.,
2013e]

.

Dettmar, 2004], we associate each point in the current configuration x with an aggregate of N particles inside
the representative volume V. Furthermore, we introduce a local coordinate system for the RVE in which the
position vector y ∈ R3 becomes 0 at the geometric centroid of the RVE. The locations of the centroids of the
N particles expressed using the local coordinate system read, i.e.,

yp ∈ V, p = 1, 2, ...N. (6.3)
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where yp is the local position vector of the center of the p-th particle in the microstructure and x + yp is the
same position expressed in the macroscopic current coordinate system. Particles inside the RVE may make
contacts to each other. The local position vector of each contact between each particle-pair yc can be written
as,

yc ∈ V, c = 1, 2, ...Nc. (6.4)

Both the positions of the particles yp and that of the contacts yc are governed by contact law and the equilibrium
equations. Previous works, such as Curtis and Van Wachem [2004], El Shamy and Zeghal [2005], Han and
Cundall [2011], Galindo-Torres et al. [2013], Robinson et al. [2014], Cui et al. [2014], have found success in
explicitly modeling the pore-scale grain-fluid interaction. Nevertheless, such grain-fluid interaction simulations
do impose a very high computational demand due to the fact that the fluid flow typically requires at least an
order more of degree of freedoms to resolve the flow in the void space among particles. However, for seepage
flow that is within the laminar regime where Darcy’s law applies, the new insight obtained from the costly
simulations will be limited. As a result, this discrete-continuum coupling model does not explicitly model the
pore-scale solid-fluid interaction. Instead, we rely on the hypothesis that effective stress principle is valid for
the specific boundary value problems we considered. In particular, we make the following assumptions:

• The void space is always fully saturated with one type of fluid and there is no capillary effect that leads
to apparent cohesion of the solid skeleton.

• The flow in the void space remains Darcian at the macroscopic level.

• All particles in the granular assemblies are in contact with the neighboring particles.

• Fluidization, suffusion and erosion do not occur.

• Grain crushing does not occur.

• There is no mass exchange between the fluid and solid constituents.

As a result, we may express the total macroscopic Cauchy stress as a function of homogenized Cauchy
effective stress inferred from DEM and the macroscopic pore pressure obtained from the mixed finite element,
i.e.

σ(x, t) =< σ′(x, t) >RVE −B(x, t)pf (x, t)I (6.5)

where

< σ′(x, t) >RVE=
1

2VRVE

Nc∑

c

(f c ⊗ lc + lc ⊗ f c) (6.6)

f c is the contact force and lc is the branch vector, the vector that connects the centroids of two grains forming
the contact [Christoffersen et al., 1981, Bagi, 1996, Sun et al., 2013c], at the grain contact x+ yc ∈ R3. VRVE
is the volume of the RVE and Nc is the total number of particles in the RVE. Meanwhile, the Biot’s coefficient
B reads,

B(x, t) = 1− KDEM
T (x, t)

Ks
(6.7)

with KDEM
T (x, t) and Ks being the effective tangential bulk modulus of the solid matrix inferred from DEM,

and the bulk modulus of the solid grain respectively [Nur and Byerlee, 1971b, Simon et al., 1986]. Notice
that, in the geotechnical engineering and geomechanics literature, such as Ng [2006], Kuhn et al. [2014], it is
common to impose incompressible volumetric constraint on dry DEM assembly to simulate undrained condition
at meso-scale. This treatment can be considered as a special case of (8.9) when the bulk modulus of the solid
grain is significantly higher than that of the skeleton such that the Biot’s coefficient is approximately equal to
one.

6.2.2 Micro-macro-transition for solid skeleton
In this study, we consider the class of two-phase porous media of which the solid skeleton is composed of

particles. These particles can be cohesion-less or cohesive, but the assemblies they formed are assumed to be
of particulate nature and hence suitable for DEM simulations. [Cundall and Strack, 1979].

In our implementation, the DEM simulations are conducted via YADE (Yet Another Dynamic Engine
[Šmilauer et al., 2010]), an open source code base for discontinua. These grain-scale DEM simulations are used
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as a replacement to the macroscopic constitutive laws that relate strain measure with effective stress measure
for each RVE associated with a Gauss point in the macroscopic mixed finite element. In particular, a velocity
gradient is prescribed to move the frame of the unit cell and the DEM will seek for the static equilibrium state
via dynamics relaxation method. After static equilibrium is achieved, the internal forces and branch vectors are
used to compute the homogenized effective Cauchy stress via the micro-macro transition theory [Miehe and
Dettmar, 2004, Miehe et al., 2010, Wellmann et al., 2008]. For completeness, we provide a brief overview of
DEM, the procedure for generation of RVEs and the study on the size of RVEs in Appendix A,B and C.

The Hill-Mandel micro-heterogeneity condition demands that the power at the microscopic scale must be
equal to the the rate of work done measured by the macroscopic effective stress and strain rate measures. For
the solid constituent of the two-phase porous media, this condition can be expressed in terms of any power-
conjugate effective stress and strain rate pair , such as (P ′, Ḟ ) and (S′, Ė) and (σ′,D) [Borja and Alarcón,
1995b, Armero, 1999]. For instance, the condition can be written in terms of the effective stress and rate of
deformation of the solid skeleton, i.e.,

< σ′ >RVE : <D >RVE=< σ′ : D >RVE (6.8)

whereD is the rate of deformation, i.e., the symmetric part of the velocity gradient tensor,

<D >RVE=
1

2
(< L >RVE + < LT >RVE) ; L = ∇x v (6.9)

and < σ′ >RVE is defined previously in (6.6). Previous studies, such as, Miehe and Dettmar [2004], Wellmann
et al. [2008], Miehe et al. [2010], Fish [2013], have established that the linear deformation, periodic, and uni-
form traction are three boundary conditions that satisfy the Hill-Mandel micro-heterogeneity condition. In our
implementation, we apply the periodic boundary condition to obtain the effective stress measure, because the
periodic boundary condition may yield responses that are softer than those obtained from the linear deformation
BC but stiffer than those obtained from the uniform traction BC. In particular, the periodic boundary condition
enforces two constraints: (1) the periodicity of the deformation, i.e.,

[[yb]] =< F >RVE [[Y b]] and [[Rb]] = 0 (6.10)

where [[·]] denotes the jump across boundaries, yb and Y b represent the position vectors of the particles at the
boundary of the reference and current configurations, Rb ∈ SO(3) represents the rotation tensor of particles at
the boundary, and (2) the anti-periodicity of the force f b and moment on the boundary of the RVE, i.e.,

[[f b]] = 0 and [[(yc − yb)× f b]] = 0 (6.11)

In YADE, the DEM code we employed for grain-scale simulations, the deformation of an RVE is driven by a
periodic cell box in which the macroscopic velocity gradient of the unit cell < L >RVE can both be measured
and prescribed.

6.3 Multiscale DEM-mixed-FEM hydro-mechanical model
The differential equations governing the isothermal saturated porous media in large deformation are derived

based on the mixture theory, in which solid matrix and pore fluid are treated together as a multiphase continuum
[Prevost, 1982, Borja and Alarcón, 1995b, Armero, 1999, Coussy, 2004b, Sun et al., 2013e, Martinez et al.,
2013]. The solid and fluid constituents may simultaneously occupy fractions of the volume of the same material
point. The physical quantities of the mixture, such as density and total stress, are spatially homogenized from
its components. For example, the averaged density of the fluid saturated soil mixture is defined as:

ρ = ρs + ρf = (1− φ)ρs + φρf (6.12)

where ρα is the partial mass density of the α constituent and ρα is the intrinsic mass density of the α constituent,
with φ being the porosity.

6.3.1 Balance of linear momentum
For the balance of linear momentum law in finite strain, we adopt the total Lagrangian formulation and

choose the total second Piola-Kirchhoff stress (PK2) S as the stress measure. The inertial effect is neglected.
The equation takes the form:

∇X ·(FS) + J(ρs + ρf )g = 0 (6.13)
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where the Jacobian J = det(F ). The principle of effective stress postulates that the total Cauchy stress σ can
be decomposed into an effective stress due to the solid skeleton deformation and an isotropic pore pressure (pf )
stress. The effective stress principle in terms of PK2 writes:

S = S′
DEM − JF−1BDEMpfIF−T (6.14)

where

S′
DEM

= JF−1σ′
DEM

F−T = JF−1
( 1

VRVE

Nc∑

i

f ⊗ l
)
F−T (6.15)

Thus the balance of linear momentum becomes:

∇X ·(FS′DEM − JBDEMpfF−T ) + J(ρs + ρf )g = 0 (6.16)

6.3.2 Balance of fluid mass
The simplified u-p formulation in finite strain requires another equation illustrating the balance of mass for

pore fluid constituent:
Dρf

Dt
= −∇X ·(JF−1[φDEMρf (vf − v)]) (6.17)

We make isothermal and barotropic assumptions and suppose that pf << Ks and that DB
DEM

Dt ∼ 0. After
simplifications [Sun et al., 2013e], the balance of mass becomes:

BDEM

J

DJ

Dt
+

1

MDEM
Dpf

Dt
+∇X ·( 1

ρf
(JF−1[φDEMρf (vf − v)])) = 0 (6.18)

where
MDEM =

KsKf

Kf (BDEM − φDEM) +KsφDEM (6.19)

is the Biot’s modulus [Nur and Byerlee, 1971b], with Kf being the bulk modulus of pore fluid.
In this paper, Darcy’s constitutive law relating the relative flow and the pore pressure is employed, neglect-

ing the inertial effect:
Q = KDEM · (−∇X pf + ρfF

T · g) (6.20)

where the pull-back permeability tensorKDEM is defined as

KDEM = JF−1 · kDEM · F -T (6.21)

Assume that the effective permeability tensor kDEM is isotropic, i.e.,

kDEM = kDEMI (6.22)

where kDEM is the scalar effective permeability in unit of m2

Pa·s . It is updated from porosity of DEM RVEs
according to the Kozeny-Carmen equation.

6.3.3 Weak form
To construct the macroscopic hydro-mechanical boundary-value problem, consider a reference domain B

with its boundary ∂B composed of Dirichlet boundaries (solid displacement ∂Bu, pore pressure ∂Bp ) and Von
Neumann boundaries (solid traction ∂Bt, fluid flux ∂Bq ) satisfying

{
∂B = ∂Bu ∪ ∂Bt = ∂Bp ∪ ∂Bq

∅ = ∂Bu ∩ ∂Bt = ∂Bp ∩ ∂Bq
(6.23)

The prescribed boundary conditions are




u = u on ∂Bu

P ·N = (F · S) ·N = t on ∂Bt

pf = p on ∂Bp

−N ·Q = Q on ∂BQ

(6.24)

39



whereN is outward unit normal on undeformed surface ∂B.
For model closure, the initial conditions are imposed as

pf = pf0 , u = u0 at t = t0 (6.25)

Following the standard procedures of the variational formulation, we obtain finally the weak form of the
balance of linear momentum and mass

G : Vu × Vp × Vη → R

G(u, pf ,η) =

∫

B

∇X η : (F · S′DEM − JBpfF -T) dV−
∫

B

J(ρf + ρs)η · gdV

−
∫

∂Bt

η · t dΓ = 0 (6.26)

H : Vu × Vp × Vψ → R

H(u, pf , ψ) =

∫

B

ψ
BDEM

J
J̇ dV +

∫

B

ψ
1

MDEM ṗ
f dV

−
∫

B

∇X ψ · [KDEM · (−∇X pf + ρfF
T · g)] dV

−
∫

∂BQ

ψQ dΓ = 0 (6.27)

The first integral ofH(u, pf , ψ) can be related to the solid velocity field u̇ using the equations J̇ = J ∇x· u̇
and ∇x· u̇ = ∇X u̇ : F -T [Borja and Alarcón, 1995b]:

∫

B

ψ
BDEM

J
J̇ dV =

∫

B

ψBDEM∇x· u̇ dV =

∫

B

ψBDEMF -T : ∇X u̇ dV (6.28)

The displacement and pore pressure trial spaces for the weak form are defined as

Vu = {u : B→ R3|u ∈ [H1(B)]3,u|∂Bu = u} (6.29)

Vp = {pf : B→ R|pf ∈ H1(B), pf |∂Bp = p} (6.30)

and the corresponding admissible spaces of variations are defined as

Vη = {η : B→ R3|η ∈ [H1(B)]3,η|∂Bu = 0} (6.31)

Vψ = {ψ : B→ R|ψ ∈ H1(B), ψ|∂Bp = 0} (6.32)

H1 denotes the Sobolev space of degree one, which is the space of square integrable function whose weak
derivative up to order 1 are also square integrable (cf. Hughes [1987], Brenner and Scott [2008]).

6.3.4 Finite element spatial discretization
The spatially discretized equations can be derived following the standard Galerkin procedure. Shape func-

tions Nu(X) and Np(X) are used for approximation of solid motion u, u̇ and pore pressure pf , ṗf , respec-
tively: {

u = Nuū, u̇ = Nu ˙̄u, η = Nuη̄

pf = Npp̄f , ṗf = Np ˙̄pf , ψ = Npψ̄
(6.33)

with ū being the nodal solid displacement vector, p̄f being the nodal pore pressure vector, ˙̄u, ˙̄pf being their
time derivatives, and η̄, ψ̄ being their variations.

The adopted eight-node hexahedral element interpolates the displacement and pore pressure field with the
same order. As a result, this combination does not inherently satisfy the inf-sup condition [White and Borja,
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2008b, Sun et al., 2013e, Sun, 2015a]. Therefore a stabilization procedure is necessary. In this study, the fluid
pressure Laplacian scheme is applied. This scheme consists of adding the following stabilization term to the
balance of mass equation (8.64) : ∫

B

∇X ψ αstab ∇X ṗfdV (6.34)

with αstab a scale factor depending on element size and material properties of the porous media. For detailed
formulations, please refer to [Truty and Zimmermann, 2006b, Sun et al., 2013e].

We obtain the finite element equations for balance of linear momentum and balance of mass as:
{
G(u, pf ,η) = 0

H(u, pf , ψ) = 0
=⇒

{
F sint(ū)−Kupp̄f −G1 = F 1

ext

C1 ˙̄u+ (C2 +Cstab) ˙̄pf +Kpp̄f −G2 = F 2
ext

(6.35)

with expressions for each term:




F sint(ū) =

∫

B

(∇XNu)T : (F · S′DEM
)dV

Kup =

∫

B

JBDEM(∇XNu)T : F -T ·NpdV

C1 =

∫

B

BDEMNT
pF

-T : (∇XNu)dV

C2 =

∫

B

1

MDEMN
T
pNpdV

Cstab =

∫

B

(∇XNp)Tαstab(∇XNp)dV

Kp =

∫

B

(∇XNp)T(JF−1 · kDEM · F -T)(∇XNp)dV

G1 =

∫

B

J(ρf + ρs)Nu
TgdV

G2 =

∫

B

(∇XNp)T(JF−1 · kDEM · F -T)ρfF
T · gdV

F 1
ext =

∫

∂Bt

Nu
TtdΓ

F 2
ext =

∫

∂BQ

Np
TQdΓ

(6.36)

The non-linear equation system (6.35) can be rewritten in a compact form:

M∗ · v + F int(d)−G(d) = F ext (6.37)

whereM∗ =

[
0 0
C1 (C2 +Cstab)

]
, v =

{
˙̄u
˙̄pf

}
, F int =

{
F sint(ū)−Kupp̄f

Kpp̄f

}
, d =

{
ū

p̄f

}
,G =

{
G1

G2

}

and F ext =

{
F 1
ext
F 2
ext

}
.

6.3.5 Consistent linearization
The semi-implicit solution scheme requires the expression of the tangential stiffness of the implicit con-

tribution. Thus, we perform the consistent linearization of the weak forms (8.63) and (8.64) in the reference
configuration [Borja et al., 1998b, Sanavia et al., 2002]. For the balance of linear momentum equation, the
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consistent linearization reads,

δG(u, pf ,η) =

η̄TKsδū︷ ︸︸ ︷∫

B

(F T · ∇X η) : (CSE)DEM : δE dV +

η̄TK
geo

S′ δū︷ ︸︸ ︷∫

B

S′
DEM

: (∇X δu)T · ∇X η dV

−

η̄TK
geo

pf
δū

︷ ︸︸ ︷∫

B

∇X η : δ(JBDEMF -T)pf dV−

η̄TKupδp̄f︷ ︸︸ ︷∫

B

JBDEM∇X η : F -Tδpf dV

−

η̄TδG1

︷ ︸︸ ︷∫

B

ρf ∇X · (JF -1 · δu)η · g dV−

η̄TδF 1
ext︷ ︸︸ ︷∫

∂Bt

η · δt dΓ = 0

(6.38)

where CSEIJKL =
∂S′

IJ
∂EKL

is the material tangential stiffness. δE is the variation of the Green-Lagrange strain
tensor and δE = 1

2 [(∇X δu)TF +F T(∇X δu)]. Kgeo
S′ andKgeo

pf
are the initial stress and initial pore pressure

contributions to the geometrical stiffness. For the balance of mass equation, the corresponding linearization
term reads,

δH(u, pf , ψ) =

ψ̄
T
δC1 ˙̄u︷ ︸︸ ︷∫

B

ψδ(BDEMF -T) : ∇X u̇ dV +

ψ̄
T
C1δ ˙̄u︷ ︸︸ ︷∫

B

ψBDEMF -T : ∇X δu̇ dV

+

ψ̄
T
δC2 ˙̄pf︷ ︸︸ ︷∫

B

ψδ(
1

MDEM )ṗf dV +

ψ̄
T
C2δ ˙̄pf︷ ︸︸ ︷∫

B

ψ
1

MDEM
˙δpf dV +

ψ̄
T
Cstabδ ˙̄pf︷ ︸︸ ︷∫

B

∇X ψ αstab ∇X δṗfdV

+

ψ̄
T
Kpδp̄f︷ ︸︸ ︷∫

B

∇X ψ ·KDEM · ∇X δpf dV +

ψ̄
T
K
p
1 δū︷ ︸︸ ︷∫

B

∇X ψ · δKDEM · ∇X pf dV

−

ψ̄
T
δG2

︷ ︸︸ ︷∫

B

∇X ψ · δ(KDEM · ρfF T) · g dV−

ψ̄
T
δF 2
ext︷ ︸︸ ︷∫

∂BQ

ψδQ dΓ = 0

(6.39)

whereKp
1 is the geometrical term related to the permeability k.

The proposed semi-implicit scheme splits G(u, pf ,η) and H(u, pf , ψ) into implicitly treated parts and
explicitly treated parts, thus only a subset of the linearization terms in (6.38) and (6.39) will be used. The
implicit-explicit split will be explained in the next section.

6.4 Semi-implicit multiscale time integrator
While both implicit and explicit time integrators have been used in DEM-FEM coupling models for dry

granular materials [Miehe and Dettmar, 2004, Guo and Zhao, 2014, Liu et al., 2015], the extension of these
algorithms to multiphysics hydro-mechanical problem is not straightforward. The key difference is that the
pore-fluid diffusion is transient and hence the initial boundary value problem is elliptic.

While it is possible to add the inertial terms and update the macroscopic displacement and pore pressure
explicitly via a dynamics relaxation procedure, this strategy is impractical due to the small critical time step size
of the explicit scheme as pointed out by Prevost [1983]. Another possible approach is to solve the macroscopic
problem in a fully implicit, unconditionally stable scheme. The drawback of this approach is that it requires
additional CPU time to compute the elasto-plastic tangential stiffness from DEM. Unlike a conventional con-
stitutive model (in which an analytical expression of the tangential stiffness is often available and hence easy to
implement), the tangential stiffness inferred from DEM must be obtained numerically via perturbation methods
[Guo and Zhao, 2014, Brothers et al., 2014]. For three-dimensional simulations, this means that additional 36
to 81 simulations are required to obtain the tangential stiffness, depending on which energy-conjugate stress-
strain pair is used in the formulation. This is a sizable burden given the fact that a converged update may require
tens of iterations.
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To avoid this additional computational cost, we adopt the implicit-explicit predictor/multicorrector scheme
originally proposed in Hughes et al. [1979] and Prevost [1983] and apply it to the finite strain DEM-mixed-FEM
model. In Prevost [1983], the internal force is split into two components, one treated implicitly and another
treated explicitly. We adopt this idea here by treating the elasto-plastic force from DEM explicitly, and the
other internal forces implicitly, in a fashion similar to the unconditionally stable Yanenko operator splitting (i.e.
L = Lexp + Limp, c.f. Yanenko [1971]).

The implicit time integration based on the generalized trapezoidal rule consists of satisfying the equation
(6.37) at time tn+1:

M∗n+1 · vn+1 + F int(dn+1)−G(dn+1) = F extn+1 (6.40)

with the solution
dn+1 = d̃+ α∆tvn+1 (6.41)

where
d̃ = dn + (1− α)∆tvn. (6.42)

The notation is as follows: the subscripts n and n+1 denote that the variables are evaluated at time tn and tn+1,
respectively; ∆t is the time step; α is the integration parameter. The quantity d̃ is referred to as the predicted
solution.

Similar to the scheme of Prevost [1983], the semi-implicit predictor-corrector scheme is performed by
evaluating a portion of the left hand side forces of (6.40) explicitly using the predicted solution d̃ and vn, and
treating the remaining portion implicitly with the solution dn+1 and vn+1 :

F IMP(vn+1,dn+1) + F EXP(vn, d̃) = F extn+1 (6.43)

where 


F IMP = {M∗ · v}implicit

n+1 +
{
F int(dn+1)

}implicit

F EXP = {M∗ · v}explicit
n +

{
F int(d̃)

}explicit −G(d̃)
(6.44)

To obtain the macroscopic displacement and pore pressure at time tn+1 from the non-linear equation system
(6.43), Newton-Raphson iteration method is employed. Let us denote the corrected solutions as djn+1 and
vjn+1, at the time step n+ 1 and jth iteration, i.e.,

djn+1 = d̃+ α∆tvjn+1 (6.45)

with v0
n+1 = 0. The relationship of their increments is thus:

∆djn+1 = α∆t∆vjn+1 (6.46)

The equation (6.43) in terms of these iterative solutions is written as:

F IMP(vj+1
n+1,d

j+1
n+1) + F EXP(vjn+1,d

j
n+1) = F extn+1 (6.47)

The consistent linearization of the implicit part F IMP is required to solve (6.47). The resulting tangential
stiffness matrix depends on what force terms are included in {M∗ · v}implicit and

{
F int

}implicit.
For the implicit-explicit split of the nonlinear rate of change termM∗ ·v, note that, from (6.38) and (6.39),

its variation contains two components:

∂(M∗ · v)

∂v
· δv = (M∗ +

∂M∗

∂v
· v) · δv (6.48)

In the proposed scheme, the rate of change term is split in a way that onlyM∗ is treated implicitly:

∂(M∗ · v)

∂v
=
{∂M∗ · v

∂v

}implicit
+
{∂M∗ · v

∂v

}explicit
;





{∂M∗ · v
∂v

}implicit
= M∗

{∂M∗ · v
∂v

}explicit
=
∂M∗

∂v
· v

(6.49)
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From the above implicit-explicit split, the first order linearization form of F IMP in (6.47) reads:

F IMP(vj+1
n+1,d

j+1
n+1) ' F IMP(vjn+1,d

j
n+1) +M∗ ·∆vj+1

n+1 +K
implicit
T ·∆dj+1

n+1

' F IMP(vjn+1,d
j
n+1) + [M∗ + α∆tK

implicit
T ]︸ ︷︷ ︸

M∗∗

·∆vj+1
n+1

(6.50)

where
KT

implicit ·∆dj+1
n+1 =

d

dβ

{
F int(djn+1 + β∆dj+1

n+1)
}implicit

|β=0 (6.51)

is the directional derivative of
{
F int

}implicit at djn+1 in the direction of ∆dj+1
n+1.

For construction of KT
implicit, firstly, a complete linearization of the internal force F int results in the

following form of tangential stiffness matrix, according to (6.38) and (6.39):

KT =
∂F int

∂d
=




(Ke −Kep
︸ ︷︷ ︸

Ks

+Kgeo) −Kup

Kp
1 Kp


 (6.52)

where Ke is the elastic contribution and Kep is the non-linear elastic-plastic contribution to the material
tangential stiffnessKs. Kgeo represents the sum of the geometrical stiffnessKgeo

S′ andKgeo
pf

.
Since computation of the homogenized Ks from DEM RVEs produces considerable computational cost,

in the proposed multiscale solution scheme, we choose to treat Ke implicitly and Kep explicitly. Ke is thus
evaluated at the initial time step using the elastic properties (bulk modulus KDEM

bulk and shear modulus GDEM
shear)

homogenized from the initial RVEs. Kup and Kp are included in the implicit part of the tangential stiffness
matrix. The geometrical terms Kgeo and Kp

1 are treated explicitly. With these considerations and (6.52), the
resulting operator split writes:





KT = KT
implicit +KT

explicit

KT
implicit =

∂
{
F int

}implicit

∂d
=

[
Ke −Kup

0 Kp

]

KT
explicit =

[
−Kep +Kgeo 0

Kp
1 0

]
(6.53)

From equations (6.44), (6.47), (6.49), (6.50) and (6.53), we obtain equation (6.54), which represents the
iteration equation of the semi-implicit predictor-multicorrector scheme:

M∗∗ ·∆vj+1
n+1 = ∆F jn+1 = F extn+1 −M∗ · v

j
n+1 − F int(d

j
n+1)−G(djn+1) (6.54)

where the internal force F int(djn+1) has two contributions: the PK2 effective stresses which are homoge-
nized from DEM RVEs and the macroscopic internal force from FEM, i.e.,

F int(djn+1) =

{
f int(ujn+1)

0

}DEM

+
{
F int(djn+1)

}FEM
(6.55)

φDEM, BDEM, MDEM and kDEM are homogenized at each time step to construct the tangential matrix M∗∗.

The convergence is achieved when
||∆F jn+1||
||∆F 0

n+1||
≤ TOL [Prevost, 1983]. In the numerical examples TOL is equal

to 10−4 . The matrix forms of the finite strain multiscale u-p formulation are provided in the Appendix. To
recapitulate and illustrate the multiscale semi-implicit scheme, we present a flowchart as shown in Fig.6.2.

6.5 Numerical Examples
The objective of this section is to demonstrate the versatility and accuracy of the proposed method in both

the small and finite deformation ranges. The numerical examples in this section are the representative problems
commonly encountered in geotechnical engineering. The first example is the Terzaghi’s problem, which serves
as a benchmark to verify the implementation of the numerical schemes proposed in this paper. This example
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Figure 6.2: Flowchart of the multiscale semi-implicit scheme. Blue blocks represent initialization steps of the solution
scheme ; Green blocks refer to FEM solver steps and red blocks refer to DEM solver steps; Blue arrows indicate the
information flow between the two solvers.

is followed by a globally undrained shear test which examines how granular motion altered by fluid seepage
within a soil specimen affects the macroscopic responses. In the third example, we simulate the responses
of a cylindrical DEM-FEM model with drained condition subjected to triaxial compression loading with both
quarter- and full domains and found that the quarter simulation may suppress the non-symmetric bifurcation
mode that leads to shear band. The analysis on fabric tensor also reveals that the fabric and deviatoric stress
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Parameter Value

Solid matrix bulk modulus 40 MPa
Solid matrix shear modulus 40 MPa

Fluid bulk modulus 22 GPa
Permeability 1× 10−9 m2/(Pa · s)
Solid density 2700 kg/m3

Fluid density 1000 kg/m3

Porosity 0.375

Table 6.1: Material parameters in Terzaghi’s problem

tensors are almost co-axial inside the shear band, but they are not co-axial in the host matrix. The last example
is a slope stability problem in which only a portion of domain, i.e. the slip surface is modeled by the DEM-FEM
model and compared with the prediction done via SLOPE/W. The result shows that the multiscale analysis may
lead a more conservative prediction than the classical Bishop’s method.

6.5.1 Verification with Terzaghi’s one-dimensional consolidation
We verify our semi-implicit DEM-mixed-FEM scheme in both infinitesimal strain and finite strain regimes

with the Terzaghi’s 1D consolidation problem. This benchmark problem serves two purposes. First, we want
to ensure that the semi-implicit FE algorithm converges to the analytical solution in the geometrically linear
regime. Second, we want to assess whether the geometrical effort is properly incorporated in the numerical
scheme in the finite deformation range. The Terzaghi’s problem is well known and exact solution is available
[Terzaghi et al., 1943]. While numerical solution of Terzaghi’s problem does not provide much new insight
beyond the established results, comparing the numerical solution with the analytical counterpart is nevertheless
an important step in the verification procedure. In particular, this comparison ensures that the implementation
of the model accurately represents the conceptual description and specification, as pointed out by Jeremić et al.
[2008].

The model consists of a soil column of 10 m deep discretized by 10 3D hexahedral finite elements of size
1 m each along the column. The bottom surface is fixed and undrained, while the top boundary is drained and
subjected to pressure of 1 MPa (small strain condition) and 10 MPa (large strain condition). The lateral surfaces
are all impermeable and allow only vertical displacements. The material parameters assumed in this example
are recapitulated in Table 6.1. Firstly the simulation is performed under consolidation pressure of 1 MPa from
0 s to 500 s with time step of 1 s. The comparison between the analytical solution and the numerical solution
shown in Fig. 6.3 verifies the correctness of the u-p semi-implicit scheme and the effectiveness of the fluid
pressure Laplacian stabilization scheme.

To illustrate the influence of geometrical non-linearity and varied permeability on the consolidation behav-
ior, the soil column is subjected to a pressure of 10 MPa, resulting in a final vertical strain of about 8%. The
pressure and displacement evolution computed by different formulations are shown in Fig. 6.4. The finite strain
scheme with constant permeability and the small strain scheme yield the same results until a compression of
about 5 % vertical strain (at 250 s). Thereafter, due to the additional geometric nonlinear terms, the finite strain
scheme gives smaller displacement and pressure compared to small strain, indicating that geometrical non-
linearity becomes significant. When the permeability is permitted to decrease along with the reduced porosity
during consolidation according to the Kozeny-Carman relation, the soil column requires more time to reach the
final steady state, yet the final values remain the same as finite strain with constant permeability. The above
observations are consistent with previous numerical studies [Li et al., 2004, Regueiro and Ebrahimi, 2010] .

6.5.2 Globally undrained shear test of dense and loose assemblies
For the second example we employ our multiscale scheme to perform shear tests on both dense and loose

granular assemblies. The macroscopic geometry and boundary conditions are illustrated on a sample discretized
by coarse mesh (1×5×5 in X,Y,Z directions) as Fig. 6.5. We also use a medium fine mesh (1×8×8) and a fine
mesh (1×10×10) to investigate the mesh dependency issue of the proposed scheme. All results in this section
are computed from the fine mesh model, if not specified. The nodes on the bottom boundary are fixed in all
directions and those on the upper boundary are translated identically towards the positive y axis at a constant
rate. They are maintained at a constant vertical stress σz = 100kPa by a horizontal rigid layer (not shown).
This constraint is imposed in the model by the Lagrange multiplier method. The lateral surfaces are constrained
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Figure 6.3: Response of saturated soil column under 1 MPa consolidation pressure from 0 s to 500 s (50 s between adja-
cent lines), verification of small strain formulation with analytical solutions (a) Pore pressure (b) Vertical displacement
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Figure 6.4: Response of saturated soil column under 10 MPa consolidation pressure. Comparison of analytical solution,
numerical result from formulations of small strain, large strain with constant permeability k (in m/s) and large strain
with k updated by the Kozeny-Carman equation. (a) Pore pressure evolution at bottom surface (b) Vertical displacement
evolution at top surface

by frictionless rigid walls (not shown). All surfaces are impervious. The gravitational effect is not considered
in this study. For coupled microscopic DEM models, periodic unit cells composed of uniform spheres are
prepared by an isotropic compression engine in YADE up to σiso = 100kPa with initial porosity of 0.375 and
0.427 for dense and loose assemblies respectively, and then are assigned identically to all the integration points
of the FEM model before shearing.

The finite strain formulation is first adopted to study the hydro-mechanical coupling effect during the shear-
ing of the dense and loose samples with undrained boundaries. The material parameters used in the simula-
tions allowing hydraulic diffusion within the specimen are presented in Table 6.2. They are categorized into
micromechanical material parameters used in DEM solver, poro and poro-plasticity parameters derived from
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Figure 6.5: Geometry and boundary conditions for globally undrained shear test

DEM RVEs and macroscopic properties set in FEM. Note that the permeability k is updated with porosity of
RVEs using the Kozeny-Carman relation during the simulation. To prevent local seepage of water within the
samples, the permeability k is set to 0 m2/(Pa · s).

Fig. 6.6 represents the global shear stress and volumetric strain behavior of shear simulations with and
without local seepage of water. The strain-hardening behavior of undrained dense granular assemblies (left
column) and strain-softening behavior of undrained loose granular assemblies (right column) are recovered
[Yoshimine et al., 1998]. In both assemblies, when local seepage is prohibited, the shear stress immediately
rises when the shearing begins and the saturated porous media behaves stiffer than the samples with local
seepage. Note that the sudden drop in Fig. 6.6(b) is due to the unstable solid matrix of loosely confined DEM
unit cell. The volumetric strain of the dense sample with seepage monotonically increases. This phenomenon
is attributed to the rearrangement of solid matrix as the grains tend to rise over adjacent grains when they are
driven by shear forces. In absence of local diffusion, the dense sample experiences a reduction of volume
instead, suggesting that the compression of overall solid matrix predominates the above phenomenon. As for
loose samples, however, the volumetric behavior is opposite. When local diffusion of water is prohibited, the
pore collapse and densification of local regions within specimen could occur, resulting in a compression at
early stage of shearing before the dilatancy phenomenon. The curve of no-local-seepage case shows that the
dilatancy phenomenon prevails all along the shearing. In all cases, the volume changes are beneath 0.12%,
confirming that the samples are indeed sheared under globally undrained condition.

We examine the mesh dependency by three aforementioned mesh densities adopted in simulations of dense
assembly with local seepage. The effect is presented via plots of global σyz − γyz and εv − γyz responses as
Fig. 6.7. For stress response, discrepancy between medium and fine meshes is not significant, but coarse mesh
apparently yields stiffer solution after 2% shear strain and the maximum deviation is about 7.6% with respect
to the fine mesh solution. The differences between εv curves are less significant and do not exceed 4% of the
fine mesh solution. Thus, our choice of the fine mesh to conduct numerical experiments is acceptable.

We next display the difference between finite and small strain multiscale schemes for simulations of dense
granular sample in both local diffusion conditions in Fig. 6.8. According to the global shear responses, the
small strain and finite strain yield consistent solutions within 2% shear strain. Then the discrepancy gradually
emerges and the introduction of geometrical non-linearity renders the sample stiffer. This observation is the
same as the conclusion in the previous Terzaghi’s problem section. Finite strain solutions exhibit less volume
changes in both cases. Moreover, geometrical non-linear term even alters the dilatancy behavior: the sample is
computed to be compressed when no local seepage of water is allowed, while the small strain solution conserves
the dilatant trend.
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Parameter Value

Microscopic property Solid grain normal stiffness kn 2.2× 106 N/m
in DEM Solid grain tangential stiffness ks 1.9× 106 N/m

Solid grain friction angle β 30◦

Solid grain bulk modulus Ks 0.33 GPa

Macroscopic property Porosity φ dense: 0.375, loose: 0.427
inferred from DEM Biot’s coefficient B dense: 0.976, loose: 0.983

Biot’s Modulus M dense: 180 Mpa, loose: 168 Mpa

Macroscopic property Fluid bulk modulus Kf 0.1 GPa
in FEM Initial permeability k 1× 10−9 m2/(Pa · s)

Solid density ρs 2700 kg/m3

Fluid density ρf 1000 kg/m3

Table 6.2: Material parameters in globally undrained shear problem

We also assess the local diffusion effect via color maps of pore pressure developed during the deformation,
as shown in Fig. 6.9. The dense sample with local seepage has developed negative pore pressure and the pres-
sure distribution is nearly uniform, since fluid flow could take place inside the specimen to dissipate pressure
difference between neighboring pores. Without local seepage of water, the pore pressure is concentrated to four
corners of the sample, with the upper left and bottom right corners compressed (positive pressure) and the other
two dilated (negative pressure). Furthermore, these corners have maximum pressure gradient ||∇pf ||.

The multiscale nature of our method offers more insight into the local states of granular sample. With the
granular material behavior homogenized from responses of RVEs, the grain displacements, the effective stress
paths (shear stress q = σ1−σ3 vs. effective mean stress p′ = σ1+σ2+σ3

3 ) and the volumetric strain paths (εv vs.
p′) in each DEM unit cell are directly accessible. As an example, the local distribution of q at the end of shearing
for globally undrained yet locally diffused dense sample (6.10) shows a concentration of shear stress in upper
left and bottom right corners, while the corners correspondent to the other diagonal sustain comparably very
little shear stress. The deformed configuration of spheres in three representative RVEs are colored according to
the dimensionless displacement magnitude ||u||2

inital size of unit cell compared to initial RVE configuration. We present
stress paths of these three RVEs providing evidence that strain-softening (Fig. 6.11(a)), limited strain-softening
(Fig. 6.11(b)) and strain-hardening (Fig. 6.11(c)) could locally occur in a dense sample which globally behaves
in a strain-hardening manner. A critical state line q = ηp′ is drawn for three stress paths and the value of slope
η is identified as 1.16. η and the Mohr-Coulomb friction angle β′ is computed to be 29.1◦ by the following
relation for cohesionless soil [Wood, 1990]:

sinβ′ =
3η

6 + η
(6.56)

, which is close to the inter-particle friction angle β = 30◦. Paths of εv further demonstrate that large local
volume change up to 5.5% is possible even globally the sample is only dilated about 0.07%. According to these
figures, the small strain and finite strain shear responses are almost identical. The stress path curves exhibit
little difference. However, geometrical non-linearity has more significant effect on volumetric strain path. A
major remark is that, inside the strain-softening spot as 6.11(d), the small strain solution has large fluctuation
when the mean effective stress is very small, because DEM assemblies are highly unstable with nearly zero
confining stress. On the contrary, finite strain scheme avoids this unstable regime and yield smooth solutions.

Lastly, we investigate the rate-dependent shearing behavior using the proposed coupling scheme. A faster
shearing of saturated granular sample influences its mechanical response mainly by speeding up the solid matrix
re-arrangement and also by allowing less fluid diffusion inside the sample between loading steps. The former
effect leads to swelling of the sample, while the latter renders the specimen more locally undrained. Fig.6.12
illustrates the combined effect of these two mechanisms on a dense sample with local seepage. The evolution
of shear stress and volumetric strain with shearing rates of 0.1% and 0.5% per second are compared. When
shearing is completed, shear stress sustained by the sample increases about 4.6% under higher shearing rate.
The rate effect on volumetric strain is more prominent, by the fact that the sample experiences more volume
expansion of about 13.5% at the end.
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Figure 6.6: Comparison of global shear stress and volumetric strain behavior between globally undrained dense and
loose assemblies with and without local diffusion

6.5.3 Globally drained triaxial compression test
The third example consists of the globally drained triaxial compression test on an isotropically consolidated

cylindrical specimen. This example demonstrates the applicability of the proposed multiscale finite strain
scheme on 3D problems. In this numerical example, we analyze (1) the difference between quarter-domain
and full-domain simulations for material subjected to axial-symmetrical loading, (2) the consequence of the
build-up of excess pore pressure due to a high loading rate and (3) the evolution of the fabric tensor inside and
outside the shear band and the implications on the critical state of the materials. As a result, water is allowed to
flow through the bottom and the top of the specimen. However, triaxial compression simulation is intentionally
not conducted under a fully drained condition at a material point level. Instead, the rate dependence of the
constitutive responses introduced via the hydro-mechanical coupling effect is studied to quantify what is the
acceptable range of the prescribed loading rate that can prevent significant amount of excess pore pressure.

In addition, microscopic information such as the Biot’s coefficient, Biot’s modulus and micro-structure
fabric are provided to highlight the advantage of the DEM-FEM coupled model. The convergence profile
of this simulation is also presented. In an experimental setting, the drained triaxial test is performed on a
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Figure 6.7: Comparison of global shear stress and global volumetric strain behavior between coarse mesh (1×5×5),
medium mesh (1×8×8), fine mesh (1×10×10), finite strain formulation

cylindrical water-saturated soil specimen, laterally enveloped by rubber membrane and drained through top
and bottom surfaces. One of the idealized 3D numerical model constitutes only a quarter of the cylinder by
assuming the rotational symmetry. The constant confining pressure is directly applied on the lateral surface,
neglecting the effect of rubber membrane. The quasi-static compression is achieved by gradually increasing
the axial strain εz at the rate of 0.05% per second. The lateral surface is impermeable and a no-flux boundary
condition is imposed, while the pore water pressure on both top and bottom surfaces are constrained to be 0.
Another simulation is triaxial compression of the full cylindrical domain. Similar confining pressure and pore
pressure boundary conditions are applied. The middle point of the bottom surface is fixed to prohibit rigid body
translation. The geometry, mesh and boundary conditions of the quarter-/full-domain simulations are illustrated
in Fig. 6.13. The DEM assembly adopted in these simulations is identical to the dense sample in the previous
section. The fluid bulk modulus in this example is 2.2 GPa.

Fig. 6.14 compares the global shear stress and volumetric strain behavior from quarter-domain and full
domain simulations. The shear stress curve obtained from full-domain simulation exhibits less peak stress and
more significant softening than quarter-domain simulation. The volumetric strain curves, however, only show
notable difference after the axial strain approaches 7%. This discrepancy may be attributed to the strain local-
ization in full-domain simulation, as shown by the distribution of deviatoric strain and porosity in Fig. 6.15.
A dilatant shear band is developed inside the cylindrical specimen, while in the quarter-domain, the deforma-
tion is nearly homogeneous. This difference is more profound given the fact that the proposed model also
incorporates the geometrical effect at the finite strain range. Results from this set of simulations show that the
quarter-domain simulation is insufficient to capture the deformed configuration when bifurcation occurs. While
the assumption of axial-symmetry is valid before the onset of strain localization, enforcing axial-symmetry via
reduced domain and additional essential boundary condition may eliminate the bifurcation mode(s) that is not
axial-symmetric.

An additional full-domain simulation is performed at a strain rate ten times slower: ε̇z = 0.005% per
second. The global shear stress and volumetric strain behavior are compared for the two loading rates in Fig.
6.16. The specimen under higher strain rate can sustain higher shear stress, but the strain rate has very little
influence on volumetric strain behavior. The evolution of pore pressure at the center of the cylindrical specimen
in two cases are also shown in Fig. 6.17. At a high strain rate, the pore water does not have time to fully diffuse
through local pores and reach steady state. As a result, excess pore pressure builds up to about 5 kPa while
the specimen shrinks. The pressure then decreases and becomes negative when the specimen dilates. In the
low-strain-rate case, the magnitude of pore pressure is about five times smaller while the trend looks similar of
the high-strain-rate counterpart.

One of the advantages of substituting macroscopic phenomenological constitutive model with DEM sim-
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Figure 6.8: Comparison of global shear stress and global volumetric strain behavior between small strain and finite
strain formulation. Left: globally undrained with local diffusion condition, Right: globally undrained but without local
diffusion condition

ulations for the poromechanics problem is that the macroscopic poro-elasticity properties, such as Biot’s co-
efficient B, Biot’s modulus M and effective permeability k could be inferred and updated from DEM at each
Gauss point. As a result, the spatial variability of these poro-elasticity parameters triggered by material bifur-
cation or non-homogeneous loading can be properly captured. As an example, we monitor the evolution of
these poro-elasticity parameters against axial strain εz for a RVE inside the shear band (RVE A, shown in Fig.
6.15(c)) and another RVE outside the shear band (RVE B, shown in Fig. 6.15(c)) in the ε̇z = 0.05%-per-second,
full-domain simulation (Fig. 6.18). The evolution of the Biot’s coefficient B shown in Fig. 6.18)(a) suggests
that the effective bulk modulus of the solid skeleton (KDEM

T ) first increases and then decreases presumably due
to the porosity changes in both RVEs A and B. The Biot’s modulus M , which is related to the Biot’s coefficient
B and porosity φ, exhibits an initial reduction and largely increases after about εz = 2% for RVE A. For RVE
B, M stays at a constant value. The effective permeability k also evolves with the porosity according to the
Kozeny-Carmen relation.

Another advantage of the multiscale scheme is the accessibility to evolution of micro-structures during
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(a) (b)

Figure 6.9: Comparison of pore pressure at 10% shear strain between (a) dense sample with local seepage and (b) dense
sample without local seepage

Figure 6.10: Spatial distribution of shear stress q at 10% shear strain for globally undrained dense sample allowing
seepage within the specimen, attached with displacement magnitude of grains in unit cells (normalized by the initial cell
size)

deformations. To demonstrate this, we perform a simple microstructural analysis in which the Anisotropic
Critical State Theory (ACST) introduced by Li and Dafalias [2012], Zhao and Guo [2013], Li and Dafalias
[2015] is adopted to analyze the fabric of the fluid-saturated granular assemblies at the finite strain range. The
fabric anisotropy of two RVEs, one taken inside the shear band (RVE A) and another one in the host matrix
(RVE B) are analyzed and compared against each other. The fabric tensor Gfabric is contact-normal-based and
is computed from a DEM RVE via Li and Dafalias [2015]

Gfabric ij =
1

Nc

∑

c∈Nc
ncin

c
j (6.57)

where nc is the unit vector of contact normal and Nc is the number of contacts inside the RVE. The tensor
F fabric characterizes the fabric anisotropy of the RVE and is written as [Zhao and Guo, 2013]

Ffabric ij =
15

2
(Gfabric ij −

1

3
δij) (6.58)

where δij is the Kronecker delta. Its norm Ffabric and direction nF are defined by

F fabric = FfabricnF , Ffabric =
√
F fabric : F fabric (6.59)

To analyze whether and how fabric evolves differently inside shear band and the host matrix, we compute
the normalized fabric anisotropy variable (FAV)A = nF : ns (a measure introduced in Li and Dafalias [2012],

53



0 50 100 150
0

50

100

150

p′ [kpa]

q
 [

kP
a]

CSL, η=1.17

 

 

Small strain
Finite strain

(a)

0 50 100 150
0

50

100

150

p′ [kpa]

q
 [

kP
a]

CSL, η=1.17

 

 

Small strain
Finite strain

(b)

0 100 200 300 400 500
0

100

200

300

400

500

p′ [kpa]

q
 [

kP
a]

CSL, η=1.17

 

 

Small strain
Finite strain

(c)

10
−5

10
0

10
50

1

2

3

4

5

6

7

8

9

ln(p ′) [kpa]

ε v [%
]

 

 

Small strain
Finite strain

(d)

10
1

10
2

10
30

0.5

1

1.5

2

2.5

3

3.5

p ′ [kpa]

ε v [
%

]

 

 

Small strain
Finite strain

(e)

10
1

10
2

10
3−2.5

−2

−1.5

−1

−0.5

0

p ′ [kpa]
ε v [%

]

 

 

Small strain
Finite strain

(f)

Figure 6.11: Shear stress vs. effective mean stress at different locations indexed as Fig. 6.10: (b) stress path at point 1
(c) stress path at point 2 (d) stress path at point 3; Volumetric strain vs. effective mean stress at different locations: (e)
volume path at point 1 (f) volume path at point 2 (g) volume path at point 3
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Figure 6.12: Comparison of global shear stress and global volumetric strain behavior between low loading rate (0.1%
shear strain per second) and high loading rate (0.5% shear strain per second), finite strain formulation

Zhao and Guo [2013] that quantifies the relative orientation of the tensor F fabric and the deviatoric stress tensor
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(a) (b)

Figure 6.13: Geometry, mesh and boundary conditions for globally drained triaxial compression test. (a) Quarter-domain
simulation. (b) Full-domain simulation
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Figure 6.14: Global shear stress and volumetric strain behavior in globally drained triaxial compression test. Compari-
son of quarter-domain and full-domain simulations

s) for RVE A (inside shear band) and RVE B (outside shear band). The evolution of deviatoric stress q and
porosity against axial strain εz are also monitored to measure how close the materials in the two RVEs reach
the critical state according to the anisotropic critical state theory, i.e.,

η = ηc, e = ec = êc(p) and A = Ac = 1 (6.60)

where η is the ratio between the effective mean pressure p′ and the deviatoric stress q and e is the void ratio.
ηc, ec = êc(p) and Ac = 1 are critical state values of the stress ratio, void ratio and fabric anisotropy variable
(cf. Li and Dafalias [2012, 2015]).

The results are summarized in Fig. 6.19. The stress-strain response shown in Fig. 6.19(a) indicates that
RVE A becomes unstable after the peak shear stress and experiences significant dilation until the critical state
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(a) (b)

(c) (d)

Figure 6.15: Distribution of deviatoric strain and porosity in globally drained triaxial compression test at 9% axial strain.
Comparison of quarter-domain and full-domain simulations.

indicated by the plateau in the porosity curve. The normalized FAV of RVE A rises to about 0.96 quickly upon
subjected to the triaxial loading. Then, normalized FAV stay close to 1, which indicates that the fabric and
stress directions in RVE A is nearly coaxial, as the RVE A approaches the critical state.

On the other hand, RVE B, which lies outside the shear band, experiences slightly more softening, but the
dilatancy is much less than RVE A. The FAV curve of RVE B deviates from the curve of RVE A after axial
strain of 2% and exhibits opposite trend that the fabric and stress directions loss coaxiality. This observation
suggests that the critical states are not achieved simultaneously within an specimen that forms deformation
band.

To demonstrate the performance of the multiscale semi-implicit scheme, the convergence rate of the quarter-
domain simulation is illustrated in Fig. 6.20 as an example. At different strain levels, the convergence curves
show linear profiles in the logarithm-scale plot. The first step converges the fastest since the RVEs are linear
elastic at εz = 0.1%. The number of iterations required for convergence increases to 11 when the global
shear stress reaches the peak (about εz = 2%). In the softening stage, the explicitly treated the elastic-plastic
contribution Kep to the material tangential stiffness becomes more significant. Therefore the convergence rate
is further reduced and each time step requires about 20 iterations.

6.5.4 Submerged slope stability problem
The last numerical example is the submerged slope stability problem. We select this problem for two

reasons. First, we want to showcase how to use the DEM-mixed-FEM model to obtain high fidelity responses
at a localized domain of interest, while using conventional mixed FEM in the far-field domain. Second, we
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Figure 6.16: Global shear stress and volumetric strain behavior in globally drained triaxial compression test. Compari-
son of two loading rate.
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Figure 6.17: Evolution of pore pressure at the center of the cylindrical specimen during triaxial compression test sub-
jected to two loading rate.

want to demonstrate the applicability of the proposed DEM-mixed-FEM model with a very common and simple
field-scale problem.

The slope problem we consider consists of a 1:1 slope sitting on a bedrock that is assumed to be both
impermeable and rigid. The slope is fully submerged underneath 2 meters of water. We conduct a classical
slope stability analysis using the commercial software SLOPE/W and compare it with the results obtained
from the DEM-mixed-FEM simulation. In particular, we compute the factor of safety using both the classical
Bishop’s method available in SLOPE/W and the proposed DEM-mixed-FEM model. The factor of safety (FOS)
is defined as the ratio between the shear stress at failure τf and the current shear stress on the slip surface τ :

FOS =
τf
τ

(6.61)

where τf is determined by the material’s effective cohesion c′, effective friction angle φ′, total normal stress
σn, and the pore pressure u as [Bishop, 1955, Borja et al., 2012]:

τf = c′ + (σn − u) tanφ′ (6.62)

To make the comparison between the SLOPE/W and the DEM-mixed-FEM model feasible, the DEM unit
cell adopted in this simulation is firstly subjected to drained triaxial compression test under different confining

57



0 2 4 6 8
0.9

0.92

0.94

0.96

0.98

1

Axial strain [%]

B
io

t 
co

ef
fi

ci
en

t 
B

 

 

RVE A
RVE B

(a)

0 2 4 6 8
490

495

500

505

510

515

520

525

530

Axial strain [%]

B
io

t 
m

o
d

u
lu

s 
M

 [
M

P
a]

 

 

RVE A
RVE B

(b)

0 2 4 6 8
6

7

8

9

10

11x 10
−9

Axial strain [%]

P
er

m
ea

bi
lit

y 
k 

[m
2 /(

P
a 

s)
]

 

 

RVE A
RVE B

(c)

Figure 6.18: Evolution of (a) Biot’s coefficient, (b) Biot’s modulus and (c) effective permeability for RVE A (inside shear
band, Fig. 6.15(c)) and RVE B (outside shear band, Fig. 6.15(c)).

pressures to obtain the Mohr-Coulomb failure envelope. The grain contact model we employed in this example
is from Bourrier et al. [2013], which includes the modified frictional-normal contact law that includes cohesive
normal and shear force in (??) and (??). As a result, we obtain the frictional angle φ′ = 30◦ and cohesion
c′ = 2.5 kPa from the simulated DEM responses.

The modified Bishop method implemented in the commercial software SLOPE/W assumes that strain lo-
calization may take place upon the slope failure and the localized zone is a circular slip surface. For a fully
submerged 1:1 slope composed of materials with φ′ = 30◦ and c′ = 2.5 kPa, we calculate the center and radius
of slip surface, as well as FOS which is assumed to be constant along the surface. The FOS computed by
SLOPE/W is 1.281, as shown in Fig. 6.21.

The FEM-mixed-DEM simulation we conduct here assumes that the model fails with the same slip surface
as the geometry calculated above. Thus only the material constitutive relation in elements along the slip surface
comes from the DEM solver while as the other elements outside the critical surface are assumed to have a
linear elastic behavior, possessing the same elastic properties as the DEM samples. Here we follow the simple
approach used in Cappa and Rutqvist [2011] to model both the bulk and the critical surface with 8-node brick
elements, but the the thickness of the critical surface elements are set be of the order of the material length scale
(i.e. 5cm). In the future, we will explore the usage of finite strain localization element [Yang et al., 2005] or
embedded localization zone model [Fish and Belytschko, 1988] to couple DEM with FEM for problems with
weak or strong discontinuities. These treatments, nevertheless, are out of the scope of this study.
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Figure 6.19: Evolution of (a) deviatoric stress q (b) porosity (c) A = nF : ns (relative orientation between anisotropic
fabric and deviatoric stress directions) during triaxial compression test (ε̇z = 0.05%/s) for RVE A (inside shear band,
Fig. 6.15(c)) and RVE B (outside shear band, Fig. 6.15(c)).

In this multiscale study, the factor of safety is estimated by gradually applying the gravity load αg at
a very low rate to maintain the drained condition, where α is known as the loading factor [de Borst et al.,
2012]. The FOS is equal to α when the slope suddenly collapses along the slip surface, indicated by a sudden
increase of displacement of upper crest (settlement). Since a DEM assembly with neither confining pressure
nor cohesive force is not stable when sheared, we start the simulation from 0.1g. Then α is increased gradually
until it approaches the critical value that causes the slip surface slides. Here we chose a small increment of α
(0.001g) in order to capture the slope response near and after the sliding. The u-p poromechanics formulation is
advantageous in the sense that one may prescribe directly the pore pressure as boundary condition to represent
the hydraulic load changes of groundwater level. As a result, there is no need to estimate the total traction
caused by hydraulic force at the upper boundaries as what typically did in single-phase finite element analysis,
e.g., Griffiths and Lane [1999].

Fig. 6.22 shows the distribution of accumulated plastic strain ε̄p inside the slip surface on the verge of
collapse, which is defined as:

ε̄p =

∫ t

0

√
2

3
ε̇p : ε̇pdt =

∫ t

0

√
2

3
||ε̇p||dt =

∫ t

0

√
2

3
||ε̇− ε̇e||dt =

∫ t

0

√
2

3
||ε̇−Ke-1σ̇||dt (6.63)

The deformed configurations of three RVEs on the top, in the middle and at the toe along the slip surface
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Figure 6.20: Convergence profiles of the triaxial compression test at different axial strain levels. The relative error is
defined as ||∆F i||

||∆F (i=0)||
, where ∆F i is the residual force at the iteration step i. The convergence is reached when the error

falls below 10−4.

Figure 6.21: Slip surface and factor of safety of 1.281 estimated by SLOPE/W for a 1:1 submerged slope. The unit of the
spatial dimensions is meter.

are colored according to the displacement with respect to the initial RVE configuration. Their state-paths are
plotted in Fig. 6.23, which explain that different locations of the slip surface experience different loading
pattern, the multiscale study of safety factor is thus more realistic. The safety factor predicted by the numerical
analysis is shown in Fig. 6.24, compared with FOS predicted by the former analytical solution. The result
suggests that the multiscale study yields more conservative prediction.

6.6 Conclusions
In this work, we present a finite strain dual-scale hydro-mechanical model that couples grain-scale granular

simulations with a macroscopic poro-plasticity model at low Reynolds number. Using effective stress prin-
ciple, the macroscopic total stress is partitioned into effective stress, which is homogenized from grain-scale
simulations and macroscopic pore pressure, which is updated from macroscopic simulation. To improve com-
putational efficiency, we adopt a semi-implicit predictor-multicorrector scheme that splits the internal force
into macroscopic and microscopic components. By updating the macroscopic poro-elastic contribution (FEM)
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Figure 6.22: Accumulated plastic strain ε̄p inside the slip surface on the verge of collapse (Load factor α = 1.23)
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Figure 6.23: State paths of unit cells as labeled in Fig.6.22 until slope collapses. Left: RVE No. 1; Middle: RVE No. 2;
Right: RVE No. 3;

implicitly and the microscopic counterpart (DEM) explicitly, we establish a multiscale scheme that is uncondi-
tionally stable and therefore allows simulations to advance in time steps large enough for practical applications.
The dual-scale poromechanics model is first tested against Terzaghi’s one-dimensional consolidation problem in
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Figure 6.24: Slope stability. Load-settlement diagram

both geometrically linear and nonlinear regimes. Additional multiscale simulations at specimen- and field-scale
are also conducted to showcase the potentials of the proposed method to solve a wide spectrum of problems
across spatial length scales. To the best of our knowledge, this is the first time a hierarchical multiscale coupling
scheme is established to resolve finite strain poro-plasticity problem. Due to the introduction of semi-implicit
scheme across length scales, the proposed method is not only suitable for specimen-level simulations, but also
shown to be efficient enough to resolve field-scale problem within limited computational resource.
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Chapter 7

Key findings on verification and validation of
multiscale models with micro-CT images

Granular matters are one of the most commonly encountered materials in our daily lives. Ranging from natural
materials, such as sand, slit, gravel, fault gauges to the man-made materials, such as pills, sugar powder and
candy, granular matters may be composed of grains with various shapes, sizes and forms. The mechanical
behavior of granular assemblies are therefore not only depending on the material properties of the grains that
form the assemblies, but also the evolution of the grain contact topology or fabrics [Satake, 1993, Subhash
et al., 1991, Walker et al., 2016, Lenoir et al., 2010, Li and Dafalias, 2011, O’Sullivan, 2011, Sun et al., 2013c,
Wang and Sun, 2015, Kuhn et al., 2015]. In the past decades, theoretical and numerical studies have achieved
great success to describe and predict the granular materials that exhibit solid-like behavior when subjected to
sufficient confining pressure. In those cases, granular materials are often treated as first-order Boltzmann con-
tinua which possess no internal microstructures or length scale. For instance, constitutive models that employ
the critical state soil mechanics concept are now able to replicate the monotonic and cyclic responses of sand
of different relative densities, confining pressure and initial states [Schofield and Wroth, 1968, Lade and Dun-
can, 1975, Been and Jefferies, 1985, Wu et al., 1996, Manzari and Dafalias, 1997, Pestana and Whittle, 1999,
Dafalias and Manzari, 2004, Borja and Sun, 2007, Sun, 2013]. In these macroscopic models, microstructural
attributes, such as pore size distribution, grain shapes and size distribution, grain-scale heterogeneity are not
explicitly taken into account at the grain scale. Instead, they are represented by a set of internal variables that
represents the loading history. The evolution of these internal variables are then governed by phenomenological
evolution laws that require material parameters calibrated from experiments. Nevertheless, the success on repli-
cating constitutive responses at a material point level often does not automatically lead to realistic simulated
responses. For instance, the classical first-order continuum model does not possess physical length scale and
this may cause finite element or finite difference models that employ the first-order continuum models to exhibit
spurious mesh dependence, unless a regularization limiter is applied [Bazant et al., 1984, Lasry and Belytschko,
1988, Belytschko et al., 1988, Needleman, 1988, Fish et al., 2012, Sun and Mota, 2014, Liu et al., 2015, Na
and Sun, 2016]. This regularization limiter can be introduced via various means, ranging from incorporating
rate-dependence, inserting embedded strong discontinuity to adapting nonlocal and gradient-based constitutive
relations.

For instance, classical bifurcation analysis by Rudnicki and Rice [1975] and Issen and Rudnicki [2000] can
be used to predict the onset and orientiation of a deformation band. Beyond the bifurcation point, additional
degree of freedoms that represents an embedded strong discontinuity can be introduced via assumed strain
(e.g. Borja [2000]), extended finite element (e.g. [Song et al., 2006]) or localization or bifurcated elements
(e.g. Ortiz et al. [1987], Belytschko et al. [1988], Yang et al. [2005]). Nevertheless, recent experimental and
theoretical studies have both indicated that granular materials may initially form multiple deformation bands
at the bifurcation point, but the interaction among deformation band may lead to some of the deformation
band vanished. Meanwhile, a dominated persistent shear band may emerge among them in the post-bifurcation
regime. [Gajo et al., 2004, Rechenmacher, 2006, Borja et al., 2013]. This discovery indicates that the adaptive
insertion of the enhanced mode(s) may lead to mesh bias unless there is a coarsen mechanism in place to prevent
the fixture of shear band localization [Lin et al., 2015].

As opposite to the enrichment approach, higher-order continuum theory is another attractive option to
circumvent the pathological mesh dependence exhibited in the Boltzmann continua. The history of generalized
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continuum theories can be tracked back to the work of Cosserat brothers who published a book titled T̈héorie des
corps déformablesïn 1909 [Cosserat and Cosserat, 1909]. As pointed out by Maugin and Metrikine [2010], there
exists multiple interpretations and generalizations of Cosserats’ work. Nevertheless, the necessary ingredients
of the higher-order continuum theory are the incorporation of higher-order kinematics (micro-rotation, micro-
stretch, micro-torsion..etc) and additional internal degree of freedom of mechanical that breaks the symmetry
of the Cauchy stress [Mindlin, 1964, Eringen, 1999, Maugin and Metrikine, 2010]. The micropolar continuum
theory is a sub-class of the generalized continuum theory in which the material point is associated with micro-
structures exhibiting not only deformation but changing orientations that are independent of the macroscopic
deformation. These changes of orientations can be represented by Euler’s angle, quaternions and spinors,
among other mathematical tools [Duhem, 1893]. By incorporating the additional rotational degree of freedoms
at the microscopic level, micropolar effect of granular materials, especially those associated with the onset of
strain localization as observed by Desrues and Viggiani [2004], Hall et al. [2010], can be replicated properly in
numerical simulations without exhibiting the spurious mesh dependence.

Nevertheless, incorporating the micropolar effect to improve the accuracy and physical underpinning of the
numerical models also comes with a price. For instance, the identification of the the micropolar material param-
eters in addition to the non-polar counterparts can be difficult for material testing procedures that are originally
designed for homogeneous specimen subjected to first-order boundary conditions. The assumption that the
strain field developed inside the specimen remains approximately homogeneous in convectional triaxial and
shear apparatus is unavoidably violated when high-order kinematics and couple stress are considered. These
difficulties are partly responsible for the limited applications of higher-order continuum theory in engineering
practices.

Our objective is to overcome this technical barrier by introducing a simple experimental-numerical method
designed specific for identifying material parameters for higher-order continua. In particular, we introduce the
meso-scale kinematics data from X-ray tomographic images obtained from drained triaxial compression tests to
construct a multiscale objective function. The tomographic images at selected axial strain levels are combined
with the conventional macroscopic stress-strain curve and the state path to constitute the measured data set.
A new objective function is then defined to simultaneously minimize the discrepancy between the simulated
and measured macroscopic responses while enforcing the simulated grain-scale responses to be consistent with
the kinematics information provided by the tomographic images. Our results show that the incorporation of
microstructural information from the grain scale may profoundly change the predicted length scale and failure
mode of the numerical specimen. More importantly, the predicted couple stress response is also highly sensitive
to the way microstructural information incorporated in the inverse problem.

To the best knowledge of the authors, this work is the first contribution to employ X-ray tomographic
images to identify material parameters via multiscale inverse problem for granular materials. In addition,
the proposed method provides a new method to quantify the sensitivity of characteristic length predicted by
material identification procedure. The findings from the Hostun sand experiment indicate that a multiscale
model capable of replicating the macroscopic responses may nevertheless produce incorrect bifurcation modes
and completely different micro-scale responses. This result has important implication for material modeling,
as it clearly shows that calibrating macroscopic responses alone is insufficient to provide reliable forward
prediction for multiscale models. In other words, a seemingly good match between experimental and simulated
responses at the macroscopic level may be a consequence of high-quality grain-scale simulations or a product
manufactured by excess tuning and manipulations of meso-scale material parameters.

7.1 Experiments and micro-CT images for validations
This section introduces the triaxial test performed for this research at 3SR lab and details the experimen-

tal procedures followed. The objective of performing the triaxial tests is to provide a multiscale benchmark
database for model calibration and material identification. The bemchmark data consist of the macroscopic
stress-strain curve and the grains position at different stress levels during the shearing, characterizing the grains
scale behavior of the granular media. These data form the basis for a multiscale objective function to search
the optimal material parameters to predict the most consistent mechanical behavior measured by a weighted
norm that minimizes the discrepancy between simulations and experimental observations at both grain- and
specimen-scales.
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7.1.1 X-ray CT
X-ray micro-CT is a non-destructive, 3D high resolution imaging method that allows the internal structure

of the scanned objects to be investigated [Lenoir et al., 2010, Hall et al., 2010, Sun et al., 2011c, Andò et al.,
2012]. Micro-CT technology yields images that map the variation of x-ray attenuation within the objects,
based on the composition of the object. Because sand and water have different x-ray attenuation coefficients,
a significant contrast for the two phases is observed in an x-ray transmission image, Fig. 7.4. A quantitative
analysis that provides detailed information on the arrangement and distribution of particles can be built from
the processed 3D images.

Figure 7.1: Reconstructed x-Ray image shows the clear contrast between grain and water and air The experiments in this
study are performed using x-ray setup of laboratory 3SR at Grenoble University.

The imaging process can be summarized as follows: the cell first is placed on a turntable stage whose
rotation can be accurately controlled. An x-ray source generates a continuous x-ray beam; the beam passes
through the object and casts an x-ray shadow onto the detector, see Fig. 7.2. The radiation that hits the detector
is converted into an electronic charge, [ref] that is subsequently passed to a computer to create a radiograph (i.e.,
digital image). A series of images (radiographies) is acquired while rotating the object step by step through 360◦

at a pre-defined angular increment. These radiographies record projections that contain cumulative information
on the position and density of the absorbing features within the specimen. The data obtained can be used to
perform the numerical reconstruction of the final 3D image [Hall et al., 2010, Andò et al., 2012].

Figure 7.2: X-Ray CT scanner at Laboratory 3SR (left) and the whole arrangement of triaxial setup inside x-ray cabinet
(right).

7.1.2 Triaxial cell
The triaxial cell used in this work is designed to allow x-ray scanning and to fit to the mechanical loading

system available in 3SR Laboratory. The cell is made of PMMA which is transparent to X-rays, and quite
resistant to cell pressure (confinement) applied in triaxial tests. Fig 7.3 shows the PMMA cell in front of X-
ray source, with the specimen installed at its place inside the cell. The loading system applies and measures
the axial force compressing the specimen from below, and the vertical displacement of the lower piston. The
maximum axial force that can be measured by the force meter, which is in contact with the bottom of the lower
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piston, is 0.5 kN. The measurement of the axial displacement is made by an LVDT which is attached to a tie
bar and measures the vertical displacement of the loading head. These measurements allow plotting the relation
between the axial stress and axial shortening during the triaxial test. The speed range for the loading head is
from 0.1 µ m / min to 100 µ m / min, which corresponds to a strain rate from 0.0005 % to 0.5 % per minute
(for a specimen of height 20 mm). The speed range considered in this work for the three triaxial tests is 20 µ
m / min (strain rate is 0.1% for a specimen of height 20 mm). The motor is driven remotely from a laptop used
for data acquisition. The system of data acquisition registers the force, the confinement pressure and LVDT
measurements which were calibrated at the beginning of the test.

Figure 7.3: The PMMA cell infront of x-ray source with the specimen installed at its place inside the cell.

7.1.3 Material used
The experimental program is conducted on Hostun sand (HN31). Hostun sand is used as a reference ma-

terial in different laboratories (cf. Sadek et al. [2007], Amat [2008], Desrues and Andò [2015]. Its chemical
components principally consist of silica (SiO2 > 98%). The grain shape is angular as shown in the Scanning
Electron Microscope image (SEM) of a few grains of Hostun sand, taken from Flavigny et al. [1990], in Fig.
7.4(a). A particle size distribution analysis for Hostun sand is shown in Fig. 7.4(b).

Figure 7.4: SEM image of Hostun sand from Flavigny et al. [1990] b) Grain size distribution of Hostun sand from Amat
[2008]

.
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7.1.4 Specimen preparation
The specimen prepared for the triaxial tests is a cylindrical specimen of 1 cm diameter and 2 cm height

(slenderness ratio 2).The technique used for specimen preparation in the three triaxial tests is water pluviation,
and thus all the pores in the specimen are completely filled with demineralized water in the initial state. This
procedure ensures that the specimen is fully saturated at the beginning of the mechanical tests.

7.1.5 Macroscopic response
The axial stress is calculated by the axial force measured over the cross-section of the specimen at the

initial state. The axial force comes from the raw measurement of force. The membrane correction has not been
applied to these data. The axial strain (in %) is obtained from the shortening applied by axial compression of
the specimen, with respect to its initial height. The specimen behaves as expected for a dense granular material:
there is a peak in the specimenâĂŹs axial stress response, followed by strain softening until a plateau of residual
stress is reached. The peak is reached at axial strain εa = 5.5%, and at axial stress σ = 620 kPa. The residual
stress is σ = 440 kPa.Figure 7.5 shows the cross section of the deformed specimen at different axial strain level.
While the initial deformation remains relatively homogeneous at low axial strain, the specimen subsequently
deforms into a barrel shape while large strain (epsilona = 22%) develops toward the end of the test.

Figure 7.5: Micro-CT images of the cross section of the specimen at different axial strain level.

7.1.6 Segmentation
Measurements of the spatial distribution of grains require a separation of the two phases. The volume

has been âĂIJbinarisedâĂİ using a thresholds , one between air and water peaks and the second one between
water and grain peaks. This last one is chosen in such a way that volume of voxels identified as grain phase
correspond to volume of grains that has been estimated from the weight of the sample (in a dry state). The
threshold between air and water is chosen to correspond to the local minimum in the grey level distribution.
Figure 7.6 shows the cross section of the processed images of which the spatial distribution of the solid and
water phases are idenified based on the threshold values.

7.1.7 Grains position
Water phase is separated from the whole 3D volume using Visilog by setting the threshold to a gray value

equal to 128. In order to remove the noise inside the images, represented by water volumes of one voxel, a
morphological process of erode and dilate by one voxel is applied. Later, water clusters are labeled. Labeling
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Figure 7.6: Cross sections of the "Binarized" two-phase images at axial strain = 0, 8 and 21 %.

process can be summarized as giving each individual water cluster an Identification (Id). This Id is represented
in the images by colors (i.e., each color represent a specific water cluster). The process of labeling is very
useful to be able to refer to any water cluster directly by its Id number. These images where each water cluster
has a specific Id and color can be considered as a mask applied to the reconstructed image (i.e., the gray scale
information are always kept). At this point, more information about water clusters is needed as the number of
clusters, the center of mass, 3D volume, 3D area, âĂę etc. Theses information is obtained using another tool
of Visilog âĂIJanalysis individualâĂİ. The measurements of clusters properties are saved in a DAT file type
associated primarily with data which can be read by a text editor.

7.2 Inverse problems for micropolar plasticity model
This section presents the calibration procedure for the micropolar hypoplasticity model via the micro-CT

images. The macroscopic constitutive model and the parameter identification procedure conducted via the
open source toolkit Dakota are briefly described. We will first treat the entire specimen as a single unit cell and
we will use the gradient based approach to obtain the material parameters. The open-source optimization code
Dakota is employed [Adams et al., 2009]. Then we make use of the micro-CT images to construct the geometry
of the Hostun sand sample at the beginning of the triaxial compression loading. The initial distribution of void
ratio is also inferred from micro-CT information. They serve as the starting point of the model simulations. We
calibrate the material parameters by two sets of benchmark data. One set consists of the macroscopic stress ratio
and volumetric strain vs. the axial strain curves. The other set contains the geometry and void ratio distribution
when the axial stress reaches the peak and at the residual stage.

7.2.1 Micro-polar finite element model
The inverse problem introduced in this paper is applicable to a wide spectrum of constitutive laws that

considers high-order kinematics. In this study, we extend the previous two-dimensional implementation of the
micropolar hypoplasticity model in Lin and Wu [2015], Lin et al. [2015] to a 3D formulation and use the 3D
model to calibrate with experimental data. This model can be considered as an extension of the non-polar
hypoplasticity model in Wu et al. [1996] and is suitable to characterize the Houston sand specimen obtained for
this study. For completeness, we include a brief outline of the 3D finite element formulation of the micropolar
hypoplasticity model. Readers interested at the details of the micropolar hypoplasticity constitutive model may
refer to Wu et al. [1996], Lin and Wu [2015], Lin et al. [2015].

The non-symmetric Cauchy stress s and the couple stress µ are given in nonlinear path-dependent rate-
form in terms of the current state of the stresses, the strain rate ė, the curvature rate κ̇ and the void ratio e. The
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micropolar constitutive equations writes,

◦
s = C1tr(s)ė+ C2tr(ė)s+ C3ψs+ C4fd

√
||ė||2 + l2||κ̇||2(s+ s′) ,

◦
µ = C1l

2tr(s)κ̇+ C2tr(ė)µ+ C3ψµ+ 2C4fd
√
||ė||2 + l2||κ̇||2µ ,

(7.1)

where
◦
s and

◦
µ are the Jaumann rates of s and µ, s′ is the deviatoric part of s, and

ψ =
tr(s · ė)− tr(µ · κ̇)

tr(s)
, (7.2)

whereas
fd = (1− a)

e− emin

ec − emin
+ a (7.3)

is a linear scalar function that accounts for the effect of critical state on the constitutive behavior. The material
parameters to be determined are C1, C2, C3, C4, a, the critical void ratio ec, the minimum void ratio emin
and the characteristic length l, which is the only additional parameter in micropolar framework compared to
classical continuum hypoplasticity model. Note that this micropolar hypoplasticity model is valid under the
assumption that κ̇, µ and

◦
µ are all skew-symmetric. An explicit numerical integration scheme (Forward-Euler)

is adopted to integrate the highly nonlinear constitutive equations Eq. (7.1), i.e.,

st1 ≈ st0 + ṡt0(st0 ,µt0 , ė, κ̇, et0)∆t ,

µt1 ≈ µt0 + µ̇t0(st0 ,µt0 , ė, κ̇, et0)∆t .
(7.4)

The finite element implementation for 2D small strain problems was previously described in great details [Lin
et al., 2015]. However, the 3D finite element counterpart has not yet been established. Since the tomographic
images are three-dimensional and the bifurcation modes can be either symmetric or non-symmetric, an exten-
sion to three-dimensional space is necessary for comparing experimental data and simulated responses at the
meso-scale level. As a result, the micropolar hypoplasticity model is implemented with a 3D micropolar finite
element model. Consequently, the degrees of freedom for each node consist of three translational DOFs and
three rotational DOFs, i.e., u = [u1 u2 u3 φ1 φ2 φ3]T. Adopting the Voigt notation, the vectors that store
the components of the generalized strain and stress tensors read,

{s} = [s11 s22 s33 s12 s21 s23 s32 s13 s31 µ21 µ32 µ31]T ,

{e} = [e11 e22 e33 e12 e21 e23 e32 e13 e31 κ21 κ32 κ31]T .
(7.5)

The element strain-displacement matrixBe is modified accordingly and takes the form:

Be = [B1, B2, . . . Bnen ] , Ba =




Na,1 0 0 0 0 0

0 Na,2 0 0 0 0

0 0 Na,3 0 0 0

Na,2 0 0 0 0 Na

0 Na,1 0 0 0 −Na

0 Na,3 0 Na 0 0

0 0 Na,2 −Na 0 0

Na,3 0 0 0 Na 0

0 0 Na,1 0 −Na 0

0 0 0 0 Na,1 0

0 0 0 0 0 Na,2

0 0 0 0 0 Na,1




, (7.6)

where nen is the number of element nodes, Na is the shape function of element node a, Na,1, Na,2, Na,3 are
the derivatives of the shape function Na with respect to x1, x2, x3 directions in a Cartesian coordinate system.
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Consider a body B subjected to traction t and body force b partitioned into element Be. The matrix form of the
balance of linear and angular momentum therefore reads,

F INT = F EXT, (7.7)

where
F INT = Anel

e=1

∫

Be
BeT · s dV ; F EXT = Anel

e=1(

∫

Be
N eT · b dV +

∫

∂Be
N eT · t) dV. (7.8)

where A is the assembly operator (cf. Hughes [2012]) andN e = [N1,N2,N3, ...Nnen ].

7.2.2 Optimization algorithms for material parameter identification
Material parameter identification of soil samples can be done via solving inverse problems. Previous works,

such as Herle and Gudehus [1999], use multiple simple experiments, such as angle of repose, minimum and
maximum index density, shear test, and oedometric compression test to identify material parameters in an al-
most one-by-one fashion for a non-polar hypolasticity model parameter for granular materials. Meanwhile,
Ehlers and Scholz [2007] introduce a two-step staggered procedure for micropolar constitutive model for gran-
ular materials in which the identification algorithm first seeks the standard non-polar elasto-plastic material
parameters from a series of cyclic triaxial tests that keeps the specimen in homogeneous states, then search
for the optimal values for the micropolar counterpart with another set of biaxial compression tests. In both
approaches, the material identification procedure requires multiple mechanical tests on multiple specimens for
the same materials. Nevertheless, due to the particulate nature of the granular materials, it is almost impossible
to reconstruct specimens that have identical microstructural attributes.

In this work, we propose a different approach that only requires one mechanical test to identify all material
parameters. Instead of using multiple tests to constitute sufficient constraints to identify all material parameters,
the new approach uses tomographic imaging techniques to track the spatial variability of the void ratio and
deformation and use these kinematics information as the additional constraints for the objective function. One
key assumption we made here is that the spatial relative density or porosity variation is the dominating factor for
the post-bifurcation responses, but the material parameter variation is negligible. This approximated approach
has been found to be successful in yielding consistent macroscopic constitutive responses and bifurcation modes
for sand specimen that evolves with complex bifurcation modes. In particular, Borja et al. [2013] found that by
taking account only the relative density variation, one may correctly predict the onset of multiple shear bands
at the bifurcation points, the sequential interaction mechanisms of these shear bands, and the persistent shear
band that lasts till the end of the loading program.

The calibration of the micropolar hypoplasticity model is completed by finding the optimal values of the
material parameters that minimize the discrepancy between the simulated results and the experimental data
via iterations. How “optimal" the values of the material parameters are determined by the specific objective
function used for the inverse problem. If a global minimum of the objective function exists, then an optimization
algorithm may start from differential initial guess but find the same set of optimal material parameters. In this
work, we use a gradient-based method to find the optimal values of the material parameters. As a result,
multiple boundary value problems are run and the results and their corresponding gradient with respect to the
parametric space are computed. The objective function we used takes the following form,

f(x) =
N∑

i=1

wi ri[si(x), di]
2 , (7.9)

where x is the vector of all material parameters, N is the number of available experimental data for calibration,
di is the i-th data point, wi is its weight, and si(x) is the corresponding result obtained from model simulation
using the parameter set x. ri is the residual between the simulation data si(x) and the experimental data di. In
this work, we normalize the residuals by defining them as the relative errors, i.e.,

ri[si(x), di] =
si(x)− di

di
, (7.10)

since the laboratory data we employed for parameter calibration include the stress ratio, volumetric strain and
void ratio, which are not in the same order.
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In this work, we employ the Dakota analysis toolkit which provides flexible interface between simulation
codes and robust optimization algorithms [Adams et al., 2009]. Among the available methods we choose the
gradient-based least-squares algorithm (NL2SOL) which minimizes f(x) using its gradient:

∇f(x) = J(x)r(x), Jij =
∂ri
∂xj

(7.11)

and approximates the Hessian matrix with Gauss-Newton method:

∇2f(x) = J(x)2 . (7.12)

The parameter calibration procedure requires an input file specifying the chosen optimization algorithm, the
parameters to be determined, their initial values, upper and lower limits, and the experimental data set to be
compared. At the beginning of each iteration, Dakota passes the current guess of the material parameters to the
finite element simulation code developed for this study. It should be noted that the focus of this research is not
the development of staqte-of-the-art optimization algorithm to identify material parameters. Interested readers
may refer to, for instance, Mahnken and Stein [1996], Cooreman et al. [2007], Adams et al. [2009], Hu and
Fish [2015] for details.

The finite element code then runs the simulations using the material parameters provided by Dakota and
returns the simulation results back to Dakota to compute the discrepancy measured by the objective function,
and the corresponding gradient. Based on these input, Dakota then determines the next iteration of material
parameters and repeat the gradient estimation procedure and the discrepancy is again measured after another run
of the simulation code [Adams et al., 2009]. This procedure repeats until the discrepancy is below a pre-defined
tolerance or when the number of iterations reach its maximum.

7.3 Unit cell calibration
The Dakota calibration scheme is first applied to calibrate a unit cell represented by a tri-linear 8-node

quadrilateral element representing the entire granular sample. This test is conducted under the additional as-
sumptions that (1) the specimen is composed of an effective medium of homogeneous properties inferred from
the real heterogeneous specimen and (2) the deformation remains homogeneous. With these additional assump-
tions, the inverse problem is simplified such that only macroscopic responses from the experiment is utilized
in the objective function, (as demonstrated previously in Liu et al. [2016]). The target data for curve-fitting are
the stress ratio s (σ1σ3 )lab and volumetric strain elab

v along the triaxial compression test. As a result, the objective
function reads,

f(x) =

Nσ1/σ3∑

i=1

wiri[(
σ1

σ3
)model
i (x), (

σ1

σ3
)lab
i ]2 +

Nev∑

j=1

wjrj [e
model
vj (x), elab

vj ]2 , (7.13)

where Nσ1/σ3 and Nev are the number of stress ratio data and volumetric strain data, respectively. Both data
have 30 data points and the weights are equal to 1. The subscript i denotes the i-th data point. The unit cell and
the boundary conditions are presented in Fig. 7.7. The initial void ratio and the minimum void ratio are set to
be 0.6, which is the average value of the sample. Note that there is no micropolar effect in this single element
example, thus the material length l does not effect the macroscopic response. It is set to be equal to the element
size 10 mm. The parameters to be identified via Dakota are C1, C2, C3, C4, ec and a.

The Dakota calibration procedure takes in total 92 evaluations, of which 72 evaluations are performed for
determination of the gradient of the 6 material parameters, while the rest 20 evaluations are making guesses
based on the gradients. To demonstrate the convergence of the material parameters, the trial material parameters
and the corresponding values of the objective function are presented in Table 7.1. The macroscopic responses
obtained by the trial material parameters compared with the experimental data are shown in Fig. 7.8. Despite
the large discrepancy between the initial guess and the laboratory results, f(x) decreases rapidly: it is reduced
by about 95.7 % after 50 evaluations. This example demonstrates the robustness of the NL2SOL scheme in
Dakota for nonlinear models and least-squares problems for which the residuals do not tend to vanish.

7.4 Micropolar hypoplastic model calibration with micro-CT images from tri-
axial compression test

To analyze how the spatial variability of porosity (or relative density) affects the macroscopic responses,
we reconstruct a detailed 3D numerical specimen with the exact geometry and porosity distribution of the

71



Figure 7.7: Domain and boundary condition for single unit cell calibration.

C1 C2 C3 C4 ec a f(x)

Initial guess -33.33 -104.61 -336.44 -105.90 0.800 0.900 143.77
Evaluation 20 -31.63 -62.44 -484.71 -107.15 0.650 0.905 97.60
Evaluation 50 -40.60 -1054.35 -1565.66 -138.86 0.651 0.923 6.18

Calibration result -63.14 -1831.49 -2563.92 -237.52 0.732 0.848 2.85

Table 7.1: Evolution of the material parameters during the Dakota calibration procedure

Figure 7.8: Macroscopic stress ratio (left) and volumetric strain (right) responses from selected value sets of material
parameters in unit cell calibration

laboratory specimen using the data extracted from micro-CT image analysis. The process of converting the
micro-CT experimental data into numerical specimen is illustrated in Fig. 7.9. After obtaining the images from
the X-ray CT scan, the position and effective diameter of each grain are recorded. Three micro-CT images
taken at initial (0 % axial strain), peak (6 % axial strain) and residual (15 % axial strain) stages are used. The
boundary particles are identified and thus the outer boundary of the 3D specimen can be extrapolated from the
position of these particles. Following this step, the domain of the specimen is discertized by finite element and
the void ratio of each finite element is calculated by established the total solid volume using the positions and
effective diameters of the particles, as shown in Fig. 7.9.

All micro-CT based finite element simulations are performed on the numerical specimen with identified
initial geometry and initial void ratio distribution. Here we adopt the hypothesis that the dominating factor
that governs the transition from compressive to dilatant behavior of granular materials is the relative density or
porosity, the same simplification used in Borja et al. [2013]. As a result, the material parameters C1, C2, C3,
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Figure 7.9: Construction of the numerical sample and void ratio distribution from micro-CT experimental data at the
initial stage (0 % axial strain) of the triaxial compression test

C4, ec, a and l are assumed to be homogeneous within the specimen, while the spatial variation of the void
ratio inferred from micro-CT image of the initial configuration is incorporated to study the effect of the spatial
variation of void ratio. Note that the results of the inverse problem depend on how the boundary conditions
are applied in model simulations. In this study, these conditions are defined based on the experimental setup
with assumptions and simplifications. For example, because of the complexity of the interaction between the
Hostun sand sample and the loading pistons of the triaxial cell, the top and bottom surfaces of the specimen
are not fully constrained, neither in terms of the transnational nor rotational degrees of freedom (as shown in
Figure 7.4). In particular, we observed that the loading plates placed on the top of the specimen has slided.
In this study, the authors assume that the nodal displacements on the top surface of the specimen are totally
constrained, while the bottom surface is compressed under a constant strain rate in the Z direction and all nodes
at the bottom boundary have the same vertical displacement in the XY plane in order that the surface area does
not change. This constraint is applied via the Lagrange multipliers. Meanwhile, the rotations on both surfaces
are prohibited. The lateral surface of the FEM model is under constant confining pressure of 100 kPa and is
free to rotate, neglecting the effect of the rubber membrane in the testing apparatus.

The Dakota calibration procedure of the material parameters is carried out for two inverse problems. In the
first problem (Case A), only the macroscopic responses serve as the constraints for material parameters. The
second problem (Case B) takes into account, apart from the macroscopic curves, the local void ratio developed
at the peak and residual stages, thus adopting information from micro-CT images as additional target. The
weight of the void ratio data in Case B is much higher than the macroscopic data. These two extreme cases
are studied to separate the influence of either macroscopic behavior or meso-scale behavior on the parameter
calibration. As the second step of each case, the objective function is modified to balance the weights of macro-
and meso-data, and the calibration procedures continue with the results of Case A and Case B.

7.4.1 Case A: results from macroscopic objective function
The objective function for Case A is the same as Eq. 7.13, which only consists of macroscopic stress ratio

and volumetric strain data. Both data types contain 30 data points, thus their weights are identical. Unlike
elasto-plastic models for granular materials, the micropolar hypoplastic constitive model does not separate
elastic and plastic parameters. Thus the material parameters are calibrated simultaneously, not in a stepwise
manner [Ehlers and Scholz, 2007]. The initial guess of the material parameters and the calibrated results in
Case A is presented in the Table 7.2. The macroscopic responses obtained by the parameter sets from initial
guess, the 20th evaluation, the 50th evaluation and the final calibration result are compared in Fig. 7.10. The
evolution of the curves shows that the iterations converge to the final solution that minimizes the objective
function. However, the local void ratio distribution does not converge to the actual experiment data. This is
shown in Fig. 7.11 where the experimental data of void ratio map in cross-section YZ and the relative error
map (defined in Eq. 7.10) computed from simulations are presented. Since the sample geometry and void ratio
distribution are not included in the objective function of Case A, the calibration procedure dose not correct the
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Number of iterations C1 C2 C3 C4 ec a l

Initial guess - -68.00 -767.60 -2742.70 -257.50 0.650 0.980 0.200 mm
Case A 74 -70.57 -832.40 -2524.10 -261.70 0.637 0.960 0.468 mm
Case A1 30 -69.67 -1372.67 -2075.62 -251.90 0.641 0.976 0.364 mm
Case B 117 -67.21 -920.08 -2312.79 -259.45 0.636 0.971 0.977 mm
Case B1 30 -67.91 -1229.29 -2244.82 -262.41 0.6358 0.970 0.979 mm

Table 7.2: Calibration of material parameters of entire sample using Case A: only macroscopic responses; Case A1:
equal weights of stress ratio, volumetric strain and local void ratio data, starts from results of Case A; Case B: macro-
scopic responses and local void ratio distributions; Case B1: equal weights of stress ratio, volumetric strain and local
void ratio data, starts from results of Case B.

void ratio discrepancy with the initial guess and leads to a numerical solution that a dominant shear band is
formed inside the sample, while the actual specimen developed a ‘barrel’ shape that exhibit diffusive bands
[Ikeda et al., 2003].

(a) (b)

Figure 7.10: Stress ratio and volumetric strain responses of full sample simulation during the calibration procedure using
only macroscopic responses (Case A).

As the correction step (Case A1), the former calibrated results are used as the initial guess for a modified
objective function that incorporates additionally the void ratio data:

f2(x) =
1

Nσ1/σ3

Nσ1/σ3∑

i=1

wiri[(
σ1

σ3
)i(x), (

σ1

σ3
)lab
i ]2 +

1

Nev

Nev∑

j=1

wjrj [evj (x), elab
vj ]2

+
1

Nelement

Nelement∑

k=1

wkrk[e
peak
k (x), e

peaklab

k ]2 +
1

Nelement

Nelement∑

m=1

wmrm[eresidual
m (x), eresiduallab

m ]2 ,

(7.14)

where ei are void ratio in element i, Nelement is the number of elements in the FEM model. The contributions
of stress ratio, volumetric strain, local void ratio data are balanced by the number of data points of each type.
The weights of each data type equal to 1.
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(a) Void ratio distribution from Micro-CT images

(b) Distribution of residuals (defined in Eq. 7.10) at selected steps of the Dakota calibration in Case A

Figure 7.11: Relative error of local void ratio distribution between full sample simulation and micro-CT data (shown in
cross-section in plane YZ) during Dakota calibration procedure using Case A: only macroscopic responses

7.4.2 Case B: results from multiscale objective function
The objective function for Case B takes the form:

f2(x) =

Nσ1/σ3∑

i=1

ri[(
σ1

σ3
)i(x), (

σ1

σ3
)lab
i ]2 +
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ri[e
peak
i (x), e
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i ]2 +

Nelement∑
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ri[e
residual
i (x), eresiduallab

i ]2.

(7.15)

In this function the residuals of experimental data are simply summed. The number of elements is much larger
than the number of stress ratio and volumetric strain data. Hence, the objective function Eq.7.15 has much
larger weight on micro-CT data than the macroscopic responses. The calibration in Case B starts from the same
initial guess of the material parameters as the Case A and the calibrated results are also shown in the Table 7.2 to
show comparison. Compared to other hypoplastic material parameters, the material length parameter l, which
accounts for the micropolar effect in the model, varies more significantly when experimental data of local void
ratio are included in the least square problem. The macroscopic responses obtained by the parameters sets from
initial guess, the 20th evaluation, the 50th evaluation and the final calibration result are compared in Fig. 7.12.
Although the volumetric strain response approaches the experiment data along the iterations, the macroscopic
stress ratio response deviates from the experimental response in the sense that the peak stress and residual stress
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are not coincide and the softening phenomenon is not apparent. As for the meso-scale data, as shown in Fig.
7.13, the calibrated parameters result in a much closer predication of actual specimen geometry and void ratio
compared to Case A. This observation emphasizes the necessity of including micro-structural information in
material parameter identification procedures. Note that the relative errors of void ratio near the top and bottom
surfaces, unlike the central areas, are not significantly reduced during the Dakota calibrations. This is because
the boundary conditions in model simulation does not perfectly represent the experimental setup.

(a) (b)

Figure 7.12: Stress ratio and volumetric strain responses of full sample simulation during the calibration procedure using
macroscopic responses and local void ratio distribution (Case B).

(a) Distribution of residuals at selected steps of the Dakota calibration in Case B

Figure 7.13: Relative error of local void ratio distribution between full sample simulation and micro-CT data (shown
in cross-section in plane YZ) during Dakota calibration procedure using Case B: macroscopic responses and local void
ratio distribution

The objective function Eq. (7.14) is again adopted to perform a further calibration step from the calibrated
results (Case B1). The correction is made by using the equilibrium weights of different types of experimental
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data. The results are recapitulated in Table 7.2 and the macroscopic responses in different cases are compared
in Fig 7.14. After the correction step Case A1, the prediction of peak stress is improved, while the discrepancy
between the model response and experimental data in Case B1 is further enlarged.

7.4.3 Discussion
Two calibration strategies are employed in this study. The resultant material parameters and calibrated sim-

ulations are analyzed. In the first strategy, we find material parameter that allows the finite element simulations
replicate the macroscopic responses as close as possible, but neglect all meso-scale information provided by the
micro-CT images. This optimized material parameter set (optimized in terms of macroscopic responses only),
are then used as the initial guess of the next inverse problem. Following this predictor step, another inverse
problem is defined by a new multiscale objective function that takes account of both the macroscopic data and
local void ratio properties are used for calibration. This approach mimics the idea in Ehlers and Scholz [2007]
for determining material parameters for micropolar constitutive laws. The major departure here is the usage of
micro-CT image and the elimination of the needs to use multiple experimental tests to generate constraints for
the objective function. To analyze the importance of the initial guess and whether a global optimal values for
the material parameter set exists, we employ another alternative strategy in which the meso-scale information
is used right at the predictor step. Then, the same multiscale objective function used in the corrector step (i.e.
Equation (7.14)) is used balance the weights of global and local data.

Comparisons of results

At the first look, the approach that starts with calibrating macroscopic parameter seems to be better in terms
of replicating compatible shear stress history as shown in Fig. 7.14(a), even though both calibrated finite el-
ement simulations yield similar volumetric responses. In particular, the second approach is unable to capture
the macroscopic peak and residual shear stresses at the predictor step, and again fails to make any significant
improvement in capturing the peak and residual shear strength after switching to the multiscale objective func-
tion, as shown in Fig. 7.14. As a result, evidence provided in the macroscopic responses seems to favor the
staggered approach similar to the one proposed in [Ehlers and Scholz, 2007] in which the calibration process
begins with an inverse problem that first curve-fit macroscopic behaviors, followed by a correction step that
uses multiscale objective function to enforce consistency of kinematics.

However, closer look at the deformed configuration and the meso-scale responses may lead to an opposite
conclusion. In particular, we find that the weight modification approach that begins with calibrating meso-
sclae information from micro-CT images actually yield the experimentally-observed bifurcation mode, while
the macro-then-microscopic approach does not. In Case A where l = 0.468 mm, which is close to the mean
particle diameter d50 = 0.338 mm, a persistent shear band has developed in the specimen. This persistent
shear band is non-symmetric and has not been observed in the micro-CT images captured during the drained
triaxial compression test. In Case B, however, l = 0.977 mm, which is 2.5 times larger than the mean particle
diameter and the barrel-shaped deformed specimen develops a barrel deformed configuration followed by the
development of a X-shaped shear localization zone. This kinematic features are consistent with what observed
in the physical experiment, even though the Case B simulation does not replicate the shear stress responses as
close as the Case A simulation does.

In other words, the set of material parameters that leads to the best replica of macroscopic responses ob-
served in laboratory does not necessarily yield the correct bifurcation mode. As a result, the one other rea-
sonable strategy is to design an objective function that acts as a compromise between the desire of matching
macroscopic responses and maintaining consistent kinematics at meso-scale level. Furthermore, the notable
difference in the macroscopic and microscopic responses predicted by the staggered approach and weight mod-
ification approach indicates that the calibration exercise is highly path-dependent and multiple local minimum
is likely to exist, and thus making it difficult to find the global minimum point for the multiscale objective
function in the parametric space.

Source of Error

The discrepancy between the experimental data and simulation results may also attributed to the idealized
boundary condition applied on numerical specimen. In particular, the specimen-loading-plate interaction be-
tween the sample and the loading pistons as well as the elastic membrane are not accurately and explicitly
modeled [Albert and Rudnicki, 2001]. Moreover, the assumption that material parameters are homogeneous
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(a) (b)

Figure 7.14: Stress ratio and volumetric strain responses of full sample simulation during the calibration procedure using
Case A: only macroscopic responses; Case A1: equal weights of stress ratio, volumetric strain and local void ratio data,
starts from results of Case A; Case B: macroscopic responses and local void ratio distribution; Case B1: equal weights
of stress ratio, volumetric strain and local void ratio data, starts from results of Case B.

throughout the specimen may also over-simplified the spatial variability of the physical specimens. Finally, the
micropolar finite element model is formulated using the Jaumann rate of the Cauchy stress. The Jaumann rate
is an objective rate which is suitable for materials in the geometrical nonlinear regime with small strain and
large rotation. However, some previous works, such as Molenkamp [1986], has pointed out that the Jaumann
rate should be avoided for problems with large deviatoric strain. These limitations will be considered in future
studies.

Length scale, higher-order kinematics and bifurcation modes

The higher-order quantities, namely the curvature κ and the couple stress µ, can be computed from the mi-
cropolar model simulation, while these information are not available from micro-CT images. In this study, two
types of shear bands are encountered with different material parameters in the finite element simulations even
though both simulations began with the same initial geometry and void ratio distribution. In Case A and B, the
calibrated material length l varies significantly, compared to other material parameters.

(a) Case A (b) Case B

Figure 7.15: Norm of the couple stress tensor |µ| =
√
µ2

21 + µ2
32 + µ2

31 for results of inverse problems A and B at the
residual stage.
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In both cases, the distribution of the norm of the couple stress tensor |µ| =
√
µ2

21 + µ2
32 + µ2

31 and the
norm of the curvature tensor |κ| =

√
κ2

21 + κ2
32 + κ2

31 are shown in Fig. 7.15 and Fig. 7.16, respectively. The
couple stress and curvature localize in the transition zone from the shear localization region to homogeneously
deformed region, suggesting that the micropolar effect becomes very important when high-gradient deformation
occurs in granular materials. This observation is in consistent with numerical experiments conducted with
discrete element method [Oda and Iwashita, 2000, Ehlers et al., 2003, Wang and Sun, 2016a,b].

(a) Case A (b) Case B

Figure 7.16: Norm of the curvature tensor |κ| =
√
κ2

21 + κ2
32 + κ2

31 for results of inverse problems A and B at residual
stage

The evolution of shear bands simulated in Case A and Case B are illustrated in Fig. 7.17 using color map of
|µ|, as well as in Fig. 7.18 using color map of |κ|. At the beginning of the triaxial loading, two-axes symmetric
localization patterns emerge for both simulations [Ikeda et al., 2003]. After the peak stress of Case A (at 3%
axial strain), the pattern bifurcates to an asymmetry pattern: one shear band becomes stronger than the other.
Upon further loading, the dominant shear band becomes persistent and the other weak band gradually die out.
As for Case B, the two bands compete with each other along the deformation but neither predominates. The
initial pattern bifurcates to bilateral symmetry that the symmetry with respect to the horizontal axis is broken.
The diffuse mode is preserved to the end of the loading. This analysis shows that, even though the spatial
variability of the material parameters is neglected, the numerical values of the material parameters, particularly
the material length l, still impose strong effects on the failure mode of numerical specimen.

Critical state

The anisotropy density function fd of Eq. 7.3 is an indicator of the critical state, a condition at which particulate
materials keep deforming in shear at constant void ratio and stress [Casagrande, 1936, Roscoe et al., 1958]. In
the micropolar hypoplasticity adopted in this study, the local void ratio approaches the critical void ratio ec,
fd approaches 1. The distribution of fd of the two numerical specimens captured at residual stage of Cases A
and B are presented in Fig. 7.19. Since the different calibrated material parameters used in Case A and B, the
failure modes as well as the locations where the Hostun sand first reaches the critical state are also different.
In Case A, the elements residing in the persistent shear band are close to the critical state, while the elements
outside the zone are not close to it. In Case B, the pattern of fd also coincides with the diffuse failure mode
presented in Fig. 7.17, showing that the unit cells inside the shear band are also closer to critical state than
the host matrix, but the difference between the numerical value of fd within the host matrix and inside the
shear band are less significant than Case A. Both findings are consistent with Tejchman and Niemunis [2006],
Wang and Sun [2016b] where the strain localization triggered by the material bifurcation in dense assemblies
tends to have the void ratio approaching its critical value locally, but the specimen itself does not necessarily
reach critical state globally. Comparing this observations with the couple stress norm shown in Fig. 7.17, we
observed that the shear band is not only much closer to the critical state, but also has significantly lower coupled
stress magnitude. This result is consistency with the norm of the curvature tensor shown in Figure 7.18 where
the specimen has significant amount of micro-rotation at the boundary of the shear band and the host matrix
but the micro-polar kinematics is not significant inside the shear band and in the host matrix.
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Figure 7.17: Evolution of shear localization in cross section YZ of calibraion results of Case A and Case B, illustrated in
the norm of couple stress.

Figure 7.18: Evolution of shear localization in cross section YZ of calibraion results of Case A and Case B, illustrated in
the norm of curvature tensor.

7.5 Conclusions
In this work, we incorporate information obtained from both macroscopic measurement and meso-scale

kinematics to analyze the sensitivity of the predicted characteristic length and mechanical responses of a 3D mi-
cropolar hypoplasticity finite element model. To the best knowledge of the authors, this is the first contribution
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Figure 7.19: Distribution of fd for results of inverse problems A and B at the residual stage. fd = 1 indicates that the
material is in critical state.

that incorporates micro-CT images and multiscale objective function into the material parameter identification
procedure for micropolar plasticity for granular materials.

The results show that the incorporation of meso-scale information may significantly change the predicted
length scale obtained from the inverse problems and leads to different bifurcation modes in the finite element
simulations. Even though similar macroscopic responses are observed from simulations conducted with single-
scale and multiscale objective functions, the macroscopic responses in the former case may yield meso-scale
responses that are not consistent with those of the real specimen. As a result, the apparently good curve-fitting
of macroscopic response is not a good indicator of forward prediction capacity. This result has important im-
plications for the validations of grain-scale simulation tools (such as discrete element, lattice-beam and lattice
spring models) in which macroscopic stress-strain responses are often the only experimental data available for
benchmark and validations. The numerical results, particularly the difference of the failure modes obtained
from different objective functions, indicate that using macroscopic stress-strain curve alone to evaluate or vali-
date grain-scale simulations is neither productive nor reliable.

Although the higher-order quantities, the curvature κ and the couple stress µ, are not available from micro-
CT images, they are computed from the micropolar simulations with the material parameters optimized for
different objective functions. Depending on which set of material parameters is employed, the numerical spec-
imen may either develop a persistent shear band, which is not observed in the experiment, or a diffuse failure
mode, which is observed from micro-CT images. Comparisons between the simulation results with micro-CT
images, suggest that a staggered predictor-corrector procedure that first employs the macroscopic objective
function to curve-fit the macroscopic responses, then use the multiscale objective function to enforce kine-
matic constraints seem to yield a more compatible macroscopic constitutive responses with the experimental
counterpart, but the material parameters that lead to the best curve-fitting macroscopic responses also leads
to an incorrect bifurcation mode. This finding is alerting, as the material parameters that leads to the wrong
bifurcation mode in the backward calibration exercise is also likely to generate even more unrealistic forward
prediction. The apparently good match in the macroscopic curve can be misleading and generate a false sense
of confidence for the numerical model. This is a noteworthy concern, as there is an alerting trend in which the
forward-predictive capacity of grain-scale models are often incorrectly measured by how well they curve-fit
the macroscopic stress-strain curve, rather than how well they are able to generate compatible and consistent
mechanical behaviors across length scales. The issue associated with this calibration approach is not apparent
when calibration is conducted at the unit cell level in which only homogeneous deformation is considered.
However, when macroscopic stress-strain curve is used to calibrate meso-scale or grain-scale models, the di-
mensions of the parametric space can be larger than the number of constraints provided by the macroscopic
responses. The insufficiency of constraints then makes it possible to generate simulations that apparently match
the macroscopic calibration with a completely inconsistent microstructure. By incorporating microscopic in-
formation from microCT images to calibrate material parameters, this research provides important evidence to
suggest that constraining micro-mechanical model to match macroscopic responses is not sufficient. Nor is it a
meaningful way to measure the quality of numerical predictions. These lessons are important for the calibration
and validation of high-order and multiscale finite element models.
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Chapter 8

Key findings on themro-hydro-mechanical
coupling effect at finite deformation ranges

Thermo-hydro-mechanics (THM) is a branch of mechanics aimed to predict how deformable porous media be-
have, while heat transfer and fluid transport simultaneously occur in the pores filled by fluid and in the bulk of
solid skeleton. Understanding these multiphysical responses is important for a wide spectrum of modern engi-
neering applications, such as tissue scaffolding, geothermal heating, mineral exploration and mining, hydraulic
fracture, and nuclear waste storage and management [McTigue, 1986, Coussy, 2004a]. Many of these engineer-
ing applications involve porous media undergoing substantial deformation with rapid changes on temperature
and pore pressure.

In the last three decades, a considerable progress has been made for deriving mathematical theories and im-
plementing computer models to replicate the fully coupled thermo-hydro-mechanical processes. For instance,
a monolithic small strain finite element code, FRACON, has been developed by Nguyen and Selvadurai [1995].
In this code, the balance of linear momentum and mass are fully coupled, while thermal transport may affect
the solid deformation and pore-fluid diffusion but not vice versa. A generalized trapezoidal rule is used to
discretize temporal space. Li et al. [2005] introduces a co-rotational FEM formulation and incorporate plas-
ticity into THM model to model the non-isothermal elastoplastic responses of porous media at large strain. In
this formulation, stabilized one-point quadrature element is used to cut computational cost and avoid locking.
In addition, logarithmic finite strain formulation has been derived and implemented in Karrech et al. [2012]
to overcome the aberrant oscillations encountered in large simple shear. Recent work by Preisig and Prévost
employed a fully coupled implicit THM simulator to compare the numerical solutions against the field data
in a case study for carbon dioxide injection at In Salah, Algeria [Preisig and Prévost, 2011]. Kolditz et al.
[2012] introduces an open-source project OpenGeoSys, which takes advantage of an object-orient framework
and provide software engineering tools such as platform-independent compiling and automated benchmarking
for developers.

In addition to the monolithic finite element scheme, attempts have been made to sequentially couple mul-
tiphase flow and geomechanical simulators by establishing proper feedback and information exchange mecha-
nisms. This strategy is often referred as operator-splitting method for which several aliases, such as fractional
step, projection and pressure correction method, exist, as pointed out by Markert et al. [2010]. One such ex-
ample is TOUGH-FLAC, which links flow simulator TOUGH2 with a small strain finite difference code FLAC
[Rutqvist, 2011]. This sequential coupling approach is an attractive alternative to the monolithic approach, as
it is easier to implement and maintain flow and solid simulators separately. This sequential coupling approach
is based on the operator-splitting technique, for which several aliases, such as fractional step, projection and
pressure correction method, exist [Markert et al., 2010]. As noted by Markert et al. [2010], the idea behind the
operator-splitting approach is to decouple the unfavorable volume constraint from the balance of linear momen-
tum via an immediate step. The separation of pore pressure update from the solid mechanics solver therefore
provides numerical stability. However, proper communication must be established to ensure the correctness
and numerical stability of numerical solutions [Schrefler, 1995, Schrefler et al., 1997, Jha and Juanes, 2007,
Preisig and Prévost, 2011, Sun et al., 2013d]. The sequential coupling scheme used to link the fluid and solid
simulators may have profound impact on the efficiency, stability and accuracy of the numerical solutions. If
the fluid and solid simulators use different grids or meshes, then a proper data projection scheme is required to
transfer information from Gauss points and nodes of the solid mesh to the fluid mesh and vice versa [Goumiri
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and Prevost, 2011]. For large scale parallel simulations, the sequential couplings must be carefully designed
to avoid causing bottleneck due to the difference in solver speed. This can be a significant problem if either
the solid or fluid solver runs only in serial. Recent work by Kim et al. [2015] systematically compared fully
implicit, fully explicit, semi-implicit monolithic and staggered schemes for unsaturated porous media under the
isothermal condition. Numerical examples presented in Kim et al. [2015] show that the fully implicit mono-
lithic scheme with either inf-sup stable or stabilized equal-order finite element is advantageous on resolving
sharp pore pressure gradient, but is also less efficient than the semi-implicit counterparts.

As noted in Zienkiewicz et al. [1999b], Wan [2002], Mira et al. [2003], Truty and Zimmermann [2006a],
Simoni et al. [2008], White and Borja [2008a], Preisig and Prévost [2011], Sun et al. [2013d], Borja [2013],
numerical stability is often a major challenge for monolithic implicit schemes that solve poromechanics models.
Due to the lack of inf-sup condition [Babuška, 1973, Brezzi et al., 1985, Bathe, 2001, Bochev et al., 2006],
pore pressure and temperature fields may exhibit spurious oscillation patterns and/or checkerboard modes if
the displacement, pore pressure and temperature are spanned by the same set of basis function. While these
spurious oscillations are less severe at the drained/isothermal limit, they may intensify when a small time
step is used or when materials are near undrained/adiabatic limit. From a mathematical viewpoint, these non-
physical results are due to the kernel (null space) of the discrete gradient operator being non-trivial. This
non-trivial kernel makes it possible to have certain spatially oscillating pore pressure and temperature fields
that have no impact on the solid deformation in a numerical simulation. To cure the numerical instability
due to the lack of inf-sup condition, previous researches have established a number of techniques that employ
different basis functions to interpolate displacement and pore pressure and obtain stable solutions. For instance,
Zienkiewicz and coworkers [Zienkiewicz et al., 1999b], and Borja [Borja et al., 1998a] used Taylor-Hood finite
element (quadratic basis functions for displacement and linear basis function for pore pressure) to satisfy inf-
sup condition and maintain numerical stability for isothermal implicit hydromechanics problems. On the other
hand, Jha and Juanes [Jha and Juanes, 2007] have shown that linear displacement combined with pore fluid
velocity in the lowest-order Raviart-Thomas space, and piecewise constant pore pressure may also lead to
stable solutions for isothermal poromechanics problems. Nevertheless, inf-sup stable mixed finite element
models require multiple meshes for displacement, pore pressure and/or fluid velocity. As a result, they require
additional programming effort to pre- and post-processing data and maintain the more complex data structure.

To avoid the complications of using multiple meshes for each solution field, an alternative is to use one
single equal-order finite element mesh with stabilization procedures. Many stabilization procedures have been
proven to be able to eliminate the spurious oscillation modes in implicit scheme without introducing extra dif-
fusion for small strain isothermal poromechanics problems. For instance, White and Borja [2008a] employed a
polynomial projection scheme originated from [Dohrmann and Bochev, 2004] to simulate slip weakening of a
fault segment. This work is extended to the large deformation regime in Sun et al. [2013d], where the stabiliza-
tion term is adaptively adjusted to avoid over-diffusion. Nevertheless, to the best of the authors’ knowledge,
stabilization procedure for finite strain non-isothermal poromechanics has never been proposed.

The objective of this research is to fill this knowledge gap by establishing large deformation thermo-hydro-
mechanics theory, and develop the corresponding stabilized finite element model suitable for equal-order dis-
cretized displacement, pore pressure and temperature. The resultant system of equation is solved fully implicitly
and monolithically to preserve the Mandel-Cryer effect when the multiphysical coupling is strong. The neces-
sary condition for numerical stability for thermo-hydro-mechanics problem and the corresponding combined
inf-sup condition are derived. A new stabilization procedure is established based on the combined inf-sup
condition.

The rest of the paper is organized as follows. We first establish the field theory for the thermo-hydro-
mechanics problem in the geometrical nonlinear regime (Section 2). We then formulate the weak and Galerkin
forms (Section 3.1-2), derive stabilization techniques (Section 3.3). Based on the mass lumping technique, we
suggest stabilization parameters that are large enough to eliminate spurious oscillations without over-diffusing
the solution (Section 3.4). Selected benchmark and engineering application problems are simulated via the
stabilized formulations (Section 4). Finally, concluding remarks are given in Section 5.

As for notations and symbols, bold-faced letters denote tensors; the symbol ‘·’ denotes a single contraction
of adjacent indices of two tensors (e.g. a · b = aibi or c · d = cijdjk ); the symbol ‘:’ denotes a double
contraction of adjacent indices of tensor of rank two or higher ( e.g. C : εe = Cijklε

e
kl ); the symbol ‘⊗’

denotes a juxtaposition of two vectors (e.g. a ⊗ b = aibj) or two symmetric second order tensors (e.g.
(α⊗β) = αijβkl). As for sign conventions, we consider the direction of the tensile stress and dilative pressure
as positive. Throughout this paper, we employ the standard notation H l(Ω), || · ||l, (·, ·)l, l ≥ 0, for the Sobolev

83



spaces of all functions having square integrable derivative up to order l on a simply connected bounded domain
Ω in R3, the corresponding Sobolev norm and inner product respectively.

8.1 Governing equations at Finite Strain
In this section, we present the balance principles of mass, momentum and energy that define the strong

form of the thermo-hydro-mechanics problem. Following the saturated porous media theory for isothermal
solid-water mixture at finite strain [Borja and Alarcón, 1995a, Armero, 1999, Sun et al., 2013d], we describe
the kinematics of the solid skeleton with the Lagrangian coordinates, while describing the motion of the pore
fluid with the Eulerian coordinates with respect to the current configuration of the solid skeleton. In addition,
the following assumptions are made.

1. Mass exchanges between solid and fluid constituents do not occur.

2. No phase transition occurs.

3. Pores inside the solid skeleton are fully saturated by one fluid constituent.

4. The pore-fluid advection is negligible.

5. The pore-fluid flow is in laminar range.

6. No chemical reactions take place among the fluid’s species.

7. Inertial effects are negligible.

8. The effective stress principle is valid.

9. The temperature of solid and fluid constituents that occupy the same material pointX ∈ B are identical.

We consider both the fluid and solid constituents compressible and that both the pore fluid and the solid skeleton
may exhibit mechanical and thermal deformation.

8.1.1 Kinematics and Volume Fraction
Consider a body of fully saturated porous medium B composed of both solid constituent and the pore fluid

in the pore space, as shown in Figure 8.1. For a sufficiently large volume, the solid constituent and the pore
fluid can be modeled as a homogenized continuum mixture. Here we apply the continuum approach in which
the solid skeleton of the body B is described by a set of continuously distributed points X ∈ B which occupied
by a region within the Euclidean space R3. Notice that, except in the undrained limit, material points of pore
fluid and solid skeleton do not share the same trajectory in the space-time continuum. As a result, materials at a
point x of the current configuration may come from the reference configuration of the solid skeletonXs and/or
the pore fluid counterpartX f, i.e.,

x = ϕα(Xα, t) α = s, f. (8.1)

Apparently, one may choose to formulate governing equations via both mappings, ϕs and ϕf. However, since
most of the constitutive laws of the solid skeleton are formulated with respect to the configurations described
by ϕs, we formulate the finite strain thermo-hydro-mechanics model with respect to the trajectory of the solid
skeleton to simplify the derivations. The motion of the pore fluid is therefore taken into account by considering
the relative motion between the pore fluid and the solid skeleton. For brevity, we drop the designation of the
solid phase such that,

x = ϕs(Xs, t) = ϕ(X, t). (8.2)

Therefore, the motion of the solid skeleton is described by an one-to-one mapping ϕ : B× [0, T ]→ R3 which
places a particle at the reference point X ∈ B to a position in R3 in a typical time internal T . Since the solid-
fluid mixture is homogenized as continuum, the density of a fully saturated porous medium can be written as,

ρ = ρs + ρf = φsρs + φfρf, (8.3)

where ρα, α = s, f is mass of the α constituent divided by the current volume of the α constituent, while
ρα is the partial density of the α constituent, defined as the mass of the α constituent divided by the volume
of the mixture in the current configuration. φs is the volume fraction of the solid constituent in the current
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Figure 8.1: Trajectories of the solid and fluid constituents ϕs = ϕ and ϕf. The motion ϕ conserves all the mass of the
solid constituent, while the fluid may enter or leave the body of the solid constituent. Figure reproduced from Sun et al.
[2013d].

configuration. φf is the porosity of the porous medium in the current configuration, which is referred as Eulerian
porosity in [Coussy, 2004a]. For fully saturated porous media, φs +φf = 1. Thus, the total current density also
reads,

ρ = (1− φf)ρs + φfρf, (8.4)

where the densities of the solid and fluid constituents both depend on the pore pressure and the temperature.

8.1.2 Balance of Linear Momentum
Under the non-isothermal condition, solid skeleton may deform due to external mechanical loading, thermal

expansion (or contraction) and interactions with pore-fluid. Assuming that the mixture theory is valid for porous
media, we have,

σ = σs + σf = φsσs + φfσf. (8.5)

where σs and σf are the intrinsic partial Cauchy stress defined in the volume of the solid grains V s and pore
space V f respectively. The total Cauchy stress is the volume averaged stress defined in the current volume
V = V s + V f. Neglecting the shear resistance of the pore fluid, intrinsic partial stress of fluid consistent σf is
therefore isotropic and holds the following relation with the macroscopic pore pressure pf, i.e.,

σf = φfσf = −φfpfI = −pfI. (8.6)

The partial stress of the solid constituent σs depends on the effective stress σ′ and the stress exerted on the
solid grains by the pore fluid Kpf/KsI , i.e.,

σs = σ′ +
K

Ks
pfI. (8.7)

This definition is from [Nur and Byerlee, 1971a], which assumes that the non-uniform localization of stress at
the grain scale, grain crushing, and damage are all insignificant to the skeleton (cf. [Zienkiewicz et al., 1999b]
p.8-11). By substituting (8.6) and (8.7) into (8.5), the total Cauchy stress now reads,

σ = σ′ −BpfI, (8.8)

where B is the Biot’s coefficient defined as [Nur and Byerlee, 1971a],

B = 1− K

Ks
. (8.9)
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Typically, Biot’s coefficientB is close to unity for sand, but can be ranged from 0.5 to 0.8 for rocks or concrete.
Notice that B in (8.8) have been defined in a number of different ways in the literature. For instance, Terzaghi
and Rendulic definedB as a function of the effective area of solid grains [Terzaghi and Rendulic, 1934, Skemp-
ton, 1984]. For bio-materials and composites, Cowin and Doty [2009] generalize the effective stress concept in
[Biot, 1941a] and introduce the effective stress coefficient tensorB, i.e.

σ = σ′ − pfB. (8.10)

This definition of effective stress is not adopted in this work, but will be considered in future study. The balance
of linear momentum therefore reads,

∇x·σ + ρG+ hs + hf = 0, (8.11)

where G is the acceleration due to gravity. hs and hf are the interactive body forces per unit reference volume
exerted on their corresponding phases due to drag, lift, virtual mass effect, history effects and the relative
spinning (Magnus effect) which balance out internally, i.e., hs +hf = 0 [Rajagopal and Tao, 1995]. In the total
Lagrangian formulation, balance of linear momentum in Equation (8.11) is rewritten in reference configuration
via the Piola transformation [Holzapfel, 2000], i.e.,

∇X ·P + JρG = 0, (8.12)

where P denotes the total first Piola-Kirchhoff stress and J = det(F ) is the determinant of the deformation
gradient of the solid skeleton F . Similar to the total Cauchy stress, the total first Piola-Kirchhoff stress can
be partitioned into two parts, the effective first Piola-Kirchhoff stress P ′ and the pull-back of the pore fluid
contribution JBpfF−T . The effective first Piola-Kirchhoff stress P ′ is the amount of stress carried by the solid
skeleton. For solid skeleton exhibiting elasto-plastic responses, the effective first Piola-Kirchhoff stress can be
determined from the deformation gradient and the internal variable(s) z of the solid skeleton.

P (F , z, pf , θ) = P ′(F , z, θ)− JBpfF−T . (8.13)

Under the non-isothermal condition, the multiplicative decomposition of the deformation gradient can be writ-
ten as [Holzapfel, 2000],

F =
∂ϕ(X, t)

∂X
= FM · F θ ; F θ =

∂ϕθ(X, t)

∂X
;FM =

∂ϕM (Xθ, t)

∂Xθ
, (8.14)

where F θ and FM are the pure thermal and mechanical splits of the deformation gradient.
As shown in Figure 8.2, the mechanical split FM of the deformation gradient can be further decomposed

into the elastic and plastic parts such that,

FM = F · F−1
θ = F e · F p ; F p =

∂ϕp(Xθ, t)

∂Xθ
; F e =

∂ϕe(Xσ′=0, t)

∂Xσ′=0
, (8.15)

where ϕθ(B) is the intermediate thermal effective-stress-free configuration caused by thermal expansion or
contraction. Similarly,ϕp(ϕθ(B)) is the intermediate effective-stress-free configuration, which can be obtained
by deforming the current configuration via ϕe−1. Notice that we do not consider the possibility of having
the pore pressure split for the deformation gradient of the solid skeleton. In addition, we assume that the
thermal expansion is isotropic. To replicate the thermal effect accurately, anisotropy of thermal effect must
be considered for composite or reinforced materials. Nevertheless, anisotropy of thermal conductivity is often
neglected in the literature, partly due to the lack of data to characterize detailed tensorial thermal conductivity
in field and experimental settings. As a result, F θ can be characterized by the thermal expansion coefficient
αsk(θ), i.e.,

F θ = exp[

∫ θ

θ̂
αsk(θ̂)dθ̂]I . (8.16)

If the thermal expansion coefficient is constant, then we have,

F θ = exp[αsk(θ − θo)]I ; Jθ = exp[3αsk(θ − θo)], (8.17)
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8.2 Asynchronous domain coupling method
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Figure 8.2: Multiplicative decomposition of the thermohydromechanics deformation.

where θo is the reference temperature at which there is no thermal-induced deformation. Notice that linearizing
the thermal expansion defined in (8.17) leads to the classical thermal strain εv = log Jθ = 3αsk(θ− θo). Recall
that the configuration ϕθ(B) is stress free, and the thermal-induced deformation gradient is isotropic, thus,
F = F θFM = FMF θ. As a result, Equation (8.13) can be rewritten as,

P (FM , z, p
f ) = P ′(FM , z)− JBpfF−T , (8.18)

in which the thermal expansion alone does not induce any change in the effective stress of the solid skeleton.

8.1.3 Balance of Fluid Content
The three-dimensional balance of fluid content equation for fully saturated porous media was first derived

by Biot [1941a]. Rice and Cleary [1976b] extended this study by taking account of the compressiblity of fluid
and solid constituents and provided analytical solution for pressuized cylindrical and spherical cavity under
the isothermal condition. This version of balance of fluid content was then further generalized by McTigue
[1986] which takes account of the thermal coupling effect of fluid-saturated porous media in the geometrical
linear regime. In this study, our new contribution is to provide the derivations for the balance of fluid mass in
the geometrical nonlinear regime. In particular, we adopt the notations of Eulerian and Lagrangian porosities
introduced by Coussy [2004a]. Using this as a starting point, we derive the balance of fluid content equation of
the non-isothermal porous media in reference configuration.

Let us first define the Lagrangian fluid content M f : B× [0, T ] → R+ as the fluid mass per unit reference
volume. The fluid content is therefore a function of the porosity and the fluid density, i.e.,

M f = Jρf = Jφfρf = Φfρf, (8.19)

where Φf(X, t) = J(X, t)φf(ϕ(X, t), t) is the Lagrangian porosity, the ratio between current void volume
to the initial total volume (cf. [Coussy, 2004a], p.5). In the current configuration, the balance of fluid mass
content reads, i.e.,

D

Dt

∫

ϕ(B)
φfρfdv = −

∫

∂ϕ(B)
w · n da. (8.20)

Applying Reynold’s transport theorem and Gauss theorem, we obtain the corresponding local fluid content
continuity equation in the current configuration,

DJφfρf

Dt
+ J ∇x·w = 0 , (8.21)

where Dφfρf/Dt is the material time derivative of the current fluid density that reads,

DJφfρf
Dt

=
∂Jφfρf

∂t
+ φfρfJ̇ , (8.22)
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where ˙(·) = D(·)/Dt. In (8.20) and (8.21), w is the relative pore-fluid mass flux in the deforming solid
skeleton body. Assuming that the pore-fluid flow is Darcian, then the relative pore-fluid mass flux is related to
both the gradient of the pore pressure and the temperature under non-isothermal condition, i.e.,

w = ρfk ·
[
−∇x pf + ρfG

]
− ρfsT ∇x θ, (8.23)

where k is the permeability tensor divided by the viscosity; ST is the Soret coefficient. In particular, the latter
term sT ∇x θ represents a phenomenon analogous to the Ludwig-Soret effect (the flux induced by the gradient
of temperature) [Bear, 1972, McTigue, 1986, Postelnicu, 2004].

The balance of mass content in the Lagrangian configuration can be obtained from (8.21) via Piola trans-
formation, i.e.,

DM f

Dt
= −∇X ·W . (8.24)

The Lagrangian relative mass fluxW can be obtained via the Piola identity, i.e.

W = JF−1 ·w. (8.25)

Furthermore, let us assume that the inertial force is negligible, af = 0. After a pull-back operation, the
Lagrangian mass flux reads,

W = ρfQf = ρfK · (−∇X pf + ρfF
T ·G)− ρfST ∇X θ , (8.26)

where both the permeability tensor and Soret coefficient tensor are both positive semi-definite, i.e.,

K = JF−1 · k · F -T ; ST = JsTC
−1 , (8.27)

where C = F T · F is the right Cauchy-Green tensor. Next, we consider the local rate of change of the
fluid content M f in the left hand side of (8.24). The material time derivative of the fluid mass content can be
partitioned by applying the chain rule on (8.19),

Ṁ f = Φfρ̇f + ρfΦ̇f. (8.28)

To complete the formulation, we need to re-express (8.28) in terms of the two fields ϕ and pf. As a result, we
assume that the pore fluid density only depends on temperature θ and pore pressure pf. Hence, we have

ρ̇f(θ, p
f) =

∂ρf

∂pf

∣∣∣
θ
ṗf +

∂ρf

∂θ

∣∣∣
pf
θ̇. (8.29)

In the above expression, ∂ρf/∂pf|θ represents the change of the density due to pore pressure rise/drop at a fixed
temperature, while ∂ρf/∂θ|pf represents the change of density due to a temperature rise/drop at a fixed pore
pressure. Assuming that the bulk modulus Kf and thermal expansion coefficient αf of the pore fluid remains
constant, we have,

ρf(θ, p
f) = ρfo exp

(
pf − pf

o

Kf
− 3αf(θ − θo)

)
. (8.30)

Hence, ∂ρf/∂pf|θ and ∂ρf/∂θ|fp can be written as,

∂ρf

∂pf

∣∣∣∣∣
θ

=
ρf

Kf
;
∂ρf

∂θ

∣∣∣∣∣
pf

= −3ρfαf. (8.31)

Meanwhile, the constitutive relation of the Lagrangian porosity Φf is a function of ϕ, pf and θ. For example,
one may generalize Athy’s exponential porosity-pressure relation [Athy, 1930] and express the Lagrangian
porosity as shown in (8.32).

Φf = Φf
o exp

(
B log J +

B − Φf

Ks
(pf − pf

o)− 3(J − Φf)αs(θ − θo)
)
, (8.32)
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where log J = log(detF ) = tr ε and ε is the Eulerian logarithm strain tensor and αs is the thermal expansion
coefficient of the solid constituent. This version of porosity constitutive law features a multiplicative decompo-
sition which reads,

Φf = JϕJp
f
JθΦf

o , (8.33)

where,

Jϕ = exp(B log J) ; Jp
f
= exp(

B − Φf

Ks
(pf − pf

o)) ; Jθ = exp(−3(J − Φf)αs(θ − θo)). (8.34)

The advantage of a constitutive law like (8.32) is that it will not predict an unphysical negative porosity even un-
der extreme loading conditions. However, as argued by Armero in [Armero, 1999] and subsequently in [Callari
and Armero, 2004, Karrech et al., 2012], it is more consistent with the nature of the fluid content, a scalar field,
to be modeled by additive decompositions in both infinitesimal [Coussy, 2004a] and finite deformation regimes
[Armero, 1999, Callari and Armero, 2004]. Since for porous media with incompressible fluid constituents,
Ṁ f = ρfΦ̇

f , an additive decomposition of fluid content implies that the Lagrangian porosity should also be
defined in an additive decomposition. As a result, we employ a linear approximation of (8.32), i.e.,

Φf − Φf
o ≈ log Jϕ + log Jp

f
+ log Jθ = B log J +

B − Φf

Ks
(pf − pf

o)− 3(J − Φf)αs(θ − θo). (8.35)

Equation (8.35) is identical to the Lagrangian porosity defined in [Coussy, 2004a, 2007] if the thermal coeffi-
cient term in [Coussy, 2004a, 2007] αφ = Φsαs = (J − Φf )αs. Taking the material time derivative of (8.35),
the material time derivative of Lagrangian porosity now reads,

Φ̇f =
∂Φf

∂J

∣∣∣
(pf,θ)

J̇ +
∂Φf

∂pf

∣∣∣
(ϕ,θ)

ṗf +
∂Φf

∂θ

∣∣∣
(ϕ,pf)

θ̇. (8.36)

Assuming that B and Ks remain constant and taking the material time derivative of (8.35) leads to,
(

1 +
pf − pf

o

Ks
− 3αs(θ − θo)

)
Φ̇f =

B

J
J̇ − 3αs(θ − θo)J̇ +

B − Φf

Ks
ṗf − 3(J − Φf)αsθ̇. (8.37)

For simplicity, let |pf| << Ks and |αs(θ − θo)| << 1. Substituting (8.29), (8.31) and (8.37) into (8.28) and
working through algebra, we obtain the expression of the material time derivative of the fluid content Ṁ f which
reads,

Ṁ f = ρf

(
(B
J
− 3αs(θ − θo)

)
J̇ +

1

M
ṗf − 3αmθ̇

)
, (8.38)

where M is the Biot’s modulus as defined in [Nur and Byerlee, 1971a, Coussy, 2004a]. αm is the thermal
expansion coefficient of the mixture. In infinitesimal range where Φf ≈ φf, this definition is identical to the
thermal expansion coefficient in [Preisig and Prévost, 2011], i.e.,

M =
KsKf

Kf (B − Φf) +KsΦf ; αm = Φsαs + Φfαf = (J − Φf)αs + Φfαf. (8.39)

Combining (8.26) and (8.38), we obtain the strong form of the balance of fluid content equation,

(B
J
− 3αs(θ − θo)

)
J̇ +

1

M
ṗf − 3αmθ̇ +

1

ρf
∇X ·W = 0. (8.40)

Notice that if both constituents are incompressible, then B = 1, 1/M = 0 and ∇x ρf = 0. Applying the Piola
transform and assuming isothermal condition, (8.40) reduces to the form identical to that seen in [Borja and
Alarcón, 1995a],

∇x·v +∇x· q = 0, (8.41)

where q = (1/ρf )w. In summary, the balance law expressed in (8.40) captures the influence of the skeleton
deformation and heat transfer on fluid transport in the following ways:
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1. compression or expansion of fluid induced by solid skeleton deformation.

2. shrinkage or expansion of the pore space that leads to the change of the change of specific storage.

3. expansion or shrinkage of solid and fluid constituents due to temperature changes.

4. the Soret effect, i.e., the thermo-induced diffusion of pore fluid.

5. the geometrical nonlinear effect due to the deformation of solid skeleton.

One important observation of the derivation shown in (8.32)-(8.40) is that both the balance of energy and the
balance of fluid content equations depend strongly on the porosity evolution law in the geometrically nonlinear
regime.

8.1.4 Balance of Energy
In the vast body of literature on thermo-hydro-mechanics, the balance of energy for thermohydromechanics

problems differs significantly due to the variety of underlying assumptions. For the sake of simplification, some
THM models assume that both the skeleton deformation and pore-flow diffusion processes impose negligible
influences on the heat transfer process and thus lead to a decoupled heat transfer equation in the infinitesimal
regime [McTigue, 1986, Nguyen and Selvadurai, 1995, Selvadurai and Nguyen, 1997, Selvadurai and Suvorov,
2012], i.e.,

∇x· kθ∇x θ = ρCpθ̇, (8.42)

where kθ and Cp are the volume averaged thermal conductivity and heat capacity of the fluid-solid mixture.
Similar assumptions are made in several other small strain thermohydromechanics codes reported in interna-
tional co-operative research project DECOVALEX [Jing et al., 1995] and in the open source simulation code
OpenGeoSys [Kolditz et al., 2012].

Our objective here is to provide a more complete energy balance law to bring new sights on the thermo-
hydro-mechanical responses of porous media. In particular, we consider the contribution of the mechanical
work done by the solid skeleton and pore-fluid, the density variation and size changes of pore space due to
thermal-hydro-mechanical coupling and the geometrical nonlinear effect in finite strain regime. To simplify
the derivation, we consider that all phases of the saturated porous media are locally in thermal equilibrium and
hence the temperature of both solid and fluid constituents are identical locally (in a homogenized sense of each
elementary representative volume), i.e. θs = θf = θ. Except the additional advection term, the local balance
of energy is in analogous to that of the single-phase thermo-plasticity materials [Simo and Miehe, 1992],

cF θ̇ = [Dmech −Hθ] + [−J ∇x· qθ +
φfcF f

ρf
Jw · ∇x θ +Rθ], (8.43)

where cF is the specific heat capacity per unit volume of the porous media at constant deformation [Holzapfel,
2000]. For the fully saturated, two-phase porous media, the specific heat capacity of the solid-fluid mixture can
be obtained by volume averaging the specific heat capacities of the solid and fluid constituents, i.e.,

cF = (J − Φs)cF s + ΦfcF f = (J − Φs)ρfocs + Φfρsocf , (8.44)

where ρfp and ρso are the initial densities, and cf and cs are the specific heat capacities (per unit mass) of the
fluid and solid constituents. Dmech denotes the contribution to the dissipation due to pure mechanical load.
On the other hand, Hθ is the non-dissipative (latent) structural heating or cooling [Holzapfel, 2000]. At the
adiabatic limit without heat source, the last three terms in (8.43) can be neglected. By contrary, for many
petroleum and geotechnical engineering applications, the life-cycle of the thermo-hydro-mechanical system is
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cF θ̇ = [Dmech −Hθ] + [−∇X ·Qθ +
ΦfcF f

ρf
W · F−T ∇X θ +Rθ], (8.45)
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where Qθ is the Piola-Kirchhoff heat flux. Assuming that both the solid and fluid constituents obey Fourier’s
law, the Cauchy heat flux is often written as the dot product of the volume averaged heat conductivity tensor
and the gradient of temperature [Prevost, 1982], i.e.,
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θ∇x θ + (1− φf)ks

θ∇x θ = kθ∇x θ, (8.46)

where kθ = φfkf
θ+(1−φf)ks

θ is the volume averaged heat conductivity tensor. However, this volume averaged
approach is only valid if the solid and fluid constituents are connected in parallel. Presumably, calculating the
correct homogenized effective heat conductivity requires knowledge of the pore geometry and connectivity,
which can be obtained from three dimensional tomographic images [Sun et al., 2011b,d] or directly from
experiments. However, since micro-structural attributes of pore space is not always available, we adopt an
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where ks
θ and kf

θ are the isotropic thermal conductivity coefficient of the solid and the fluid consitituents. Ap-
plying the Piola transformation and using the relations Φs + Φf = J and φs + φf = 1, (8.46) can be rewritten
in reference configuration, i.e.,

J−1FQθ = −kθF−T ∇X θ . (8.48)

Hence, the Piola-Kirchhoff heat flux Qθ corresponding to (8.46) reads,

Qθ = −Kθ∇X θ , (8.49)

where Kθ is the pull-back thermal conductivity tensor, i.e.,

Kθ = JF−1 · kθ · F−T . (8.50)

Simplified Heat Transfer Equation in Geometrically Nonlinear Regime

If both the mechanical dissipation and the Gough-Joule coupling effect are neglected, then we recover the
finite deformation version of the heat transfer equation in [Lewis et al., 1986, Kolditz et al., 2012, Nguyen and
Selvadurai, 1995, Selvadurai and Nguyen, 1997, Selvadurai and Suvorov, 2012], which reads,

cF θ̇ −∇X ·Kθ∇X θ +
ΦfcF f

ρf
W · F−T · ∇X θ −Rθ = 0; . (8.51)

Notice that the thermal diffusion process is fully coupled with the skeleton deformation in the geometrical
non-linear regime, even if the mechanical dissipation and Gough-Joule coupling effect are both neglected. This
coupling effect is captured by the porosity changes and volumetric deformation that lead to changes in the
effective specific heat CF , the pull-back conductivity tensor and the convection term. If the both structural
heat and dissipation mechanisms exhibit little influence on the thermal diffusion process of the porous medium,
the (8.51) is sufficient. However, for more general cases, particularly biological tissues or other rubber-like
materials, both the structural heat and dissipation mechanism must be taken into account properly.

Structural Heating and the Gough-Joule Coupling Effect

Giving the fact that the actual expressions of both structural heating and dissipation vary significantly for
different material models, we consider Equation (8.45) a general statement for the energy conservation law.
However, we may introduce additional assumptions to express the balance of energy in a more explicit form.
For instance, we may assume that the structural heating contains no latent plastic terms and this is identical with
the thermoelastic heating Simo and Miehe [1992]. To further particularize the problem, assume that the non-
dissipative (latent) structural heating or cooling Hθ are the sum of the power contributed by the solid skeleton
and the pore fluid, i.e.,

Hθ = Hs
θ +H f

θ, (8.52)

91



where power contributed by the volumetric deformation of the solid skeleton reads [Simo and Miehe, 1992],

Hs
θ = −θ ∂

∂θ
P ′ : Ḟ = −θ ∂2

∂J∂θ
3αskK log J(θ − θo)J̇ = −3Kαskθ

J̇

J
. (8.53)

Following the derivation in Coussy [2004a], the pore-fluid contribution reads,

H f
θ = −θ ∂

∂θ
3αm(θ − θo)ṗf = −3αmθṗf. (8.54)

Substituting (8.53) and (8.54) into (8.45) and neglect the mechanical dissipation, we obtain the energy balance
equation that takes account of the Gough-Joule coupling effect,

cF θ̇ − 3Kαskθ
J̇

J
− 3αmθṗf −∇X ·Kθ∇X θ +

ΦfcF f

ρf
W · F−T · ∇X θ −Rθ = 0. (8.55)

8.2 Stabilized Variational Formulation
In this section, we consider the stabilized variational form for the equal-order displacement-pressure-

temperature finite element model, with assumed deformation gradient that prevents volumetric locking. We
first define the standard weak form of the poromechanics problem based on the balance law derived in Section
2. By applying a multiplicative split, we introduce the assumed deformation gradient for the thermo-hydro-
mechanics problem. To prevent spurious modes due to the usage of equal-order interpolations, we introduce
a stabilization mechanism into the weighted-residual statement of the mass and energy balance equations. A
simple scheme for choosing the stabilization parameters is also presented.

8.2.1 Galerkin Form
Our objective is to derive a weighted-residual statement suitable for a total Lagrangian scheme. We first

specify the appropriate boundary and initial conditions. Following the standard line, we consider a domain B

whose boundary ∂B is the direct sum of the Dirichlet and von Neumann boundaries, i.e.,

∂B = ∂Bu ∪ ∂Bt = ∂Bpf ∪ ∂BQf
= ∂Bθ ∪ ∂BQθ , (8.56)

∅ = ∂Bu ∩ ∂Bt = ∂Bpf ∩ ∂BQf
= ∂Bθ ∩ ∂BQθ , (8.57)

where ∂Bu is the solid displacement boundary; ∂Bt is the solid traction boundary; ∂Bp is the pore pressure
boundary; ∂BQf

is the pore-fluid flux; ∂Bθ is the temperature boundary; ∂BQf
is the heat flux; boundary, as

illustrated in Figure 8.3.
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(55)

∅ = ∂Bu ∩ ∂Bt = ∂Bp ∩ ∂Bqf
= ∂Bθ ∩ ∂Bqθ

(56)

where ∂Bu is the solid displacement boundary; ∂Bt is the solid traction boundary; ∂Bp is the pore
pressure boundary; ∂Bqf

is the pore-fluid flux boundary.
The boundary conditions are prescribed as

u = u on ∂Bu (57)

N · P = t on ∂Bt (58)

pf = p on ∂Bp (59)

−N · Q = Q on ∂BQ (60)

θ = θ on ∂Bθ (61)

−N · Qθ = Qθ on ∂BQθ
(62)

In addition, we consider the trial space for the weak form which reads,

Vu = {u : B → R3|u ∈ [H1(B)]3, u|∂Bu
= u} (63)

Vp = {pf : B → R|pf ∈ H1(B), pf |∂Bp
= p} (64)

where H1 denotes the Sobolev space of degree one. The admissible variations of displacement η and pore
pressure ψ therefore read,

Vη = {η : B → R3|η ∈ [H1(B)]3,η|∂Bη
= 0} (65)

Vψ = {ψ : B → R|ψ ∈ H1(B), ψ|∂Bp
= 0} (66)

For brevity, the spatial argument X ∈ B is not explicitly written. Moreover, the material time derivative
of function A is simply denoted as Ȧ. The weighted-residual statement of the balance of mass and linear
momentum reads: find u ∈ Vu and pf ∈ Vp such that for all η ∈ Vη| and ψ ∈ Vψ,

G(u, pf ,η) = H(u, pf , ψ) = 0 (67)

where G : Vu × Vp × Vη → R and H : Vu × Vp × Vψ → R are defined as,

G(u, pf ,η) =

�

B

∇X ·η : P − J(ρf + ρs)η · g dV

−
�

∂Bt

η · t dΓ (68)
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Figure 8.3: Domain and the corresponding boundaries of the thermo-hydro-mechanics problem. Figure reproduced from
[Liu et al., 2009].
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In summary, Dirichlet boundary conditions for the thermo-hydro-mechanics problem read,

u = u on ∂Bu,

pf = p on ∂Bp, (8.58)
θ = θ on ∂Bθ.

Meanwhile, the von Neumann boundary conditions that describe the traction and fluxes read,

N · P = t on ∂Bt,

−N ·Qf = Qf on ∂BQf
, (8.59)

−N ·Qθ = Qθ on ∂BQθ .

In addition, the spaces for the trial displacement, pore pressure and temperature read,

V u = {u : B→ R3|u ∈ [H1(B)]3,u|∂Bu = u},
Vp = {pf : B→ R|pf ∈ L2(B), pf|∂B

pf = pf}, (8.60)

Vθ = {θ : B→ R|θ ∈ L2(B), θ|∂Bθ = θ},
whereH1 denotes the Sobolev space of degree one. The admissible variations of displacement η, pore pressure
ψ and temperature θ therefore read,

V η = {η : B→ R3|η ∈ [H1(B)]3,η|∂Bη = 0},
Vψ = {ψ : B→ R|ψ ∈ L2(B), ψ|∂B

pf = 0}, (8.61)

Vω = {ω : B→ R|ψ ∈ L2(B), ω|∂Bθ = 0}.
For brevity, the spatial argument X ∈ B is not explicitly written. The weighted-residual statement of the
balance of linear momentum, fluid content and energy is as follows.

Find u ∈ V u, pf ∈ Vpf and θ ∈ Vθ such that for all η ∈ Vη and ψ ∈ Vψ such that

G(u, pf, θ,η) = H(u, pf, θ, ψ) = L(u, pf, θ, ω) = 0, (8.62)

where G : V u × Vpf × Vθ × Vη → R is the weak statement of the balance of linear momentum i.e.,

G(u, pf, θ,η) =

∫

B

∇X ·η : P − J(ρf + ρs)η · g dV

−
∫

∂Bt

η · t dΓ, (8.63)

H : V u × Vpf × Vθ × Vψ → R is the weak statement of the balance of fluid content, i.e.,

H(u, pf, θ, ψ) =

∫

B

ψ
(B
J
− 3αs(θ − θo)

)
J̇ dV

+

∫

B

ψ
1

M
ṗf − 3ψαmθ̇ dV

−
∫

B

∇X ψ · 1

ρf
W dV

−
∫

∂BQ

ψQf dΓ, (8.64)

and L : V u × Vpf × Vθ × Vω → R is the weak statement of the balance of energy, i.e.,

L(u, pf, θ, ω) =

∫

B

ω
(
cF θ̇ − 3αskKθ

J̇

J
− 3αmθṗf

)
dV

+

∫

B

∇X ωKθ∇X θ̇ + ω
Φfcf

ρf
W · F−T · ∇X θ − ωRθ dV

−
∫

∂BQ

ωQθ dΓ. (8.65)
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8.2.2 Temporal discretization
Due to the transient nature of the thermo-hydro-mechanics problem, the weak statement must be discretized

in time. Typically, this temporal discretization is often conducted after the spatial discretization [Radovitzky
and Ortiz, 1999]. Here we use a different approach in which temporal discretization will be considered before
applying spatial discretization. This treatment is due to the usage of the template-based generic programming
based package called Phalanx [Pawlowski et al., 2012a], which enables a component-based implementation and
thus significantly simplify the programming efforts. This implementation method will be discussed in Section
8.3). As a result, we first derive an equivalent static problem [Radovitzky and Ortiz, 1999] by discretizing the
temporal domain before introducing basis functions for the spatial discretization. Here we use finite difference
approach in temporal domain such that the pore pressure and temperature at time step n+ 1 can be written as

pf
n+1 ≈ pf

n + (1− β̂)∆t ṗf
n + β̂ṗf

n+1, (8.66)

θn+1 ≈ θn + (1− β̂)∆t θ̇n + β̂θ̇n+1. (8.67)

To simplify the formulation, we use the unconditionally stable fully backward Euler scheme by setting β̂ = 1.
However, directly applying Euler scheme to discretize the Jacobian J in time will lead to erroneous results that
make negative Jacobian possible. As a result, we take advantage of the following identity obtained via the chain
rule,

D(log J)

Dt
=
D log J

DJ

DJ

Dt
=
J̇

J
, (8.68)

where J ∈ R+, log J ∈ R. Hence, we may obtain the material derivative of the Jacobian J by discretizing
log J in time, i.e.,

J−1
n+1J̇n+1 =

D

Dt
(log Jn+1) ≈ log Jn+1 − log Jn

∆t
. (8.69)

Substituting (8.66), (8.67) and (8.69) into weighted-residual form (8.62), the time discretized weighted residual
form reads,

Ĝ(un+1, p
f
n+1, θn+1,η) = Ĥ(un+1, p

f
n+1, θn+1, ψ) = L̂(un+1, p

f
n+1, θn+1, ω) = 0, (8.70)

where the discrete weak form of the balance of linear momentum now reads,

Ĝ(un+1, p
f
n+1, θn+1,η) =

∫

B

∇X ·η : Pn+1 dV

−
∫

B

Jn+1(ρf
n+1 + ρs

n+1)η · g dV

−
∫

∂Bt

η · tn+1 dΓ. (8.71)

Similarly, the discrete weak form of the balance of fluid content and balance of energy can be written as,

Ĥ(un+1, p
f
n+1, θn+1, ψ) =

∫

B

ψ
(
B − 3αs(θn+1 − θo)Jn+1

) log Jn+1 − log Jn
∆t

dV

+

∫

B

ψ
( 1

Mn+1

pf
n+1 − pf

n

∆t
− 3αm

n+1

θn+1 − θn
∆t

)
dV

−
∫

B

∇X ψ · 1

ρfn+1
Wn+1 dV−

∫

∂BQf

ψQfn+1 dΓ. (8.72)

L̂(un+1, p
f
n+1, θn+1, ω) =

∫

B

ω
(
cFn+1

θn+1 − θn
∆t

− 3Kαskθn+1
log Jn+1 − log Jn

∆t

)
dV

−
∫

B

ω
(

3αmθn+1
pf
n+1 − pf

n

∆t
+

Φf
n+1cf

ρfn+1
W n+1 · F−Tn+1 · ∇X θn+1

)
dV

−
∫

B

∇X ω ·Qθn+1 dV−
∫

∂BQθ

ψQθn+1 dΓ. (8.73)
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Consider the case where the testing functions and the interpolated displacement, pore pressure and temperature
are spanned by the same basis functions. In that case, the following approximation holds,

u ≈ uh =

n∑

a=1

Naua ; pf ≈ pfh =

n∑

a=1

Nap
f
a ; θ ≈ θh =

n∑

a=1

Naθa ,

η ≈ ηh =
n∑

a=1

Naηa ; ψ ≈ ψh =
n∑

a=1

Naψa ; ω ≈ ωh =
n∑

a=1

Naωa ,

(8.74)

where ua, pf
a and θa are the nodal values of displacement, pore pressure and temperature. ηa, ψa and ωa are

nodal values of the corresponding test functions. The resultant finite dimensional spaces for the interpolated
displacement, pore pressure and temperature are denoted as V h

u, V h
p and V h

θ respectively. Similarly, we denote
the finite dimensional space of the corresponding testing functions as V h

η, V h
ψ and V h

ω . The integer n is the
number of node per element. By substituting (8.74) into (8.70), we obtain the equal-order Galerkin form of the
thermo-hydro-mechanical problem.

8.2.3 Assumed Deformation Gradient for Volumetric Locking
In this section, we derive an assumed deformation gradient for the thermo-hydro-mechanics problem to

circumvent the volumetric locking numerical deficiency. Recall that the kinematic split of the deformation
gradient F is formulated as,

F = F vol · F iso, (8.75)

where,
F vol = J1/3I ; F iso = J−1/3F . (8.76)

Previously, the assumed deformation gradient method is often used to avoid the over-constraint associated
with equal-order interpolations of the volumetric and isochoric parts of the deformation gradient [Simo et al.,
1985, Moran et al., 1990, Wriggers and Reese, 1996, de Souza Neto et al., 2008, Sun et al., 2013d]. The key to
avoid overconstraint is to replace the interpolated volumetric deformation field J = detF with a reduced order
volumetric field J such that fewer volumetric constraints occur when incompressibility limit is approached.
The resultant assumed deformation gradient is therefore composed of the modified volumetric deformation
field and the original interpolated isochoric deformation gradient. In other words, the interpolated volumetric
split F vol = J1/3I is replaced by an modified definition F vol = J̄1/3I such that,

F = J̄1/3F iso = J̄1/3J−1/3F . (8.77)

While the relaxation provided by the modification of deformation gradient definition is able to cure the lock-
ing issue, the usage of non-standard deformation gradient may lead to numerical instability as exhibited in
Broccardo et al. [2009], Castellazzi and Krysl [2012]. Moran et al. [1990] suggested replacing the assumed
deformation gradient F with a linear interpolation between the original and the assumed deformation gradient,
i.e., F̃ = αF + (1− α)F . where α is a stabilization parameter in which α = 0 leads to the pure F-bar formu-
lation and α = 1 leads to the standard formulation. The idea is to introduce stiffness to spurious zero-energy
mode by increasing the magnitude of α whenever the numerical instability is encountered.

However, as deformation gradient belongs to multiplicative group, linear interpolation may lead to signifi-
cant error. For instance, linearly interpolating rigid body rotations may lead to tensor not belonging to SO(3)
group. To cure locking without comprising stability, we introduce a simple combined/standard F-bar element by
recourse to exponential/logarithmic mapping for the thermo-hydro-mechanics problem in which the modified
deformation gradient reads ,

F̃ = J̃1/3F iso = J̃1/3J−1/3F , (8.78)

where J̃ is the modified volumetric split of the deformation gradient, i.e.,

J̃ = exp
(1− β

VBe

∫

Be
log J dV + β log J

)
, (8.79)

where β ∈ [0, 1] is a weighing parameter that partitions the standard and assumed deformation gradient. Aug-
mented with the (8.17) and assumed that the thermal expansion coefficient αsk is constant, the logarithmic
volumetric strain log J reads,

log J = log Je + log Jp + 3αsk(θ − θo). (8.80)
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The mechanical contribution of the assumed deformation gradient therefore reads,

F̃M = J̃
1/3
M F iso , (8.81)

where,

J̃M = exp
(

log J̃ − 3
(1− β

VBe

∫

Be
αsk
(
θ − θo

)
dV + βαsk(θ − θo

))
. (8.82)

The combined formulation may reduce to the standard or F-bar formulation by adjusting α. Furthermore,
it can be easily shown that (8.78) is identical to the mid-point assumed deformation gradient formulation in
[de Souza Neto et al., 2008] if α = 0 and the volume averaging of log J(X) is computed via one-point
quadrature at the centroid of the element. In all the simulations presented in this paper, we found that setting
α = 0.05 appeared to eliminate the zero energy modes.

At present, the optimal value of β is not known. While the assumed deformation gradient may lead to
spurious modes for certain single-phase solid mechanics problems, non-zero β is not required in the solutions
presented in the example section.

8.2.4 Inf-sup Conditions and Stabilization Procedures
It is well known that isothermal hydro-mechanical responses near drained limit may maintain stability, even

though displacement and pore pressure are interpolated by the same set of basis functions White and Borja
[2008a]. This seemingly stable responses nevertheless does not imply that the pore pressure and temperature
will be free of spurious oscillations under different thermal and hydraulic conditions. In fact, when a very
fine temporal discretization is used or when a simulation is conducted near the undrained limit, spurious pore
pressure may occur due to the lack of inf-sup condition [Zienkiewicz et al., 1999b, White and Borja, 2008a, Sun
et al., 2013d]. Similar spurious behaviors have also been observed in the thermo-hydro-mechanics problem.
For instance, Liu et al. [2009] study the onset of spurious temperature and pore pressure in small strain non-
isothermal hydro-mechanical finite element model and subsequently propose the usage of an interior penalty
method to eliminate the oscillations in the pore pressure and temperature fields. The goal of this section is to
develop a stabilized u− pf − θ equal-order finite element THM problem, which eliminate spurious oscillation
defined in (8.70).

We limit focus our attention on a simplified model problem in which (1) the heat transfer and pore-fluid
diffusion are both negligible, (2) the skeleton deformation is only infinitesimal such that derivatives in material
and current configurations are approximately the same.

Assumption (1) allows us to analyze the numerical stability of a porous medium at both the undrained
and isentropic limits. Both undrained and isentropic conditions often constitute the worst-case scenario that is
prone to spurious oscillations of pore pressure and temperature. Assumption (2) allows us to analyze the inf-sup
condition raised in the linearized governing equation. This means that we will study the linear thermo-hydro-
mechanics problem in the hope that this may give some indications on the more general nonlinear thermo-
hydro-mechanical problem. A similar strategy has been adopted in Pantuso and Bathe [1997], Auricchio et al.
[2005] and Auricchio et al. [2013] to analyze the stability range of mixed finite element formulations for the
large strain incompressible elasticity problem. As pointed out previously by Pantuso and Bathe [1997] and
Auricchio et al. [2013], schemes that are inf-sup stable in the linearized problem may still exhibit unphysical
instabilities. Nevertheless, the inf-sup condition of the linear problem is still a valuable tool because it may serve
as a necessary (but not sufficient) condition for maintaining numerical stability [Pantuso and Bathe, 1997].

Here we use the results from Howell and Walkington [2011], which proves that finite element model with a
saddle point structure form: (uh, pfh, θh) ∈ Vuh×V h

p ×V h
θ , is well-posed if the finite dimensional spaces Vuh,

V h
p V h

θ chosen for the displacement, pore pressure and temperature interpolation satisfy the two-fold int-sup
condition, i.e., there exists a constant Co > 0 such that,

sup
wh∈Vuh

∫
B

(
pfhB + 3θKαsk

)
∇x·wh dV

||wh||V hu
≥ Co

(
||pfh||V hp + ||θh||V hθ

)
, (pfh, θh) ∈ V h

p × V h
θ , (8.83)

where || · ||V hu , || · ||V hp and || · ||V hθ are the norms corresponding to the finite dimensional space V h
u, V h

p and V h
θ .

Here we equip the spaces of the solutions and their corresponding testing functions with the same associated
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norms, i.e.,

||u||V h
u

= ||u||1 =

√∫

B

∇x u · ∇x u dV ,

||p||V h
pf

=

√∫

B

Bp2 dV ,

||θ||V hθ =

√∫

B

3
(
αskK

)
θ2 dV .

(8.84)

Note that || · ||V h
pf

, || · ||V hθ and || · ||0 are equivalent norms. Unfortunately, if displacement, pore pressure and

temperatures are all spanned by the same basis function, then the condition listed in (8.83) does not hold [Brezzi
and Fortin, 1991].

Our new contribution here is twofold. First, we prove that a weaker inf-sup bound also exists for the
compound matrix B. Then, for the first time, we propose a proper stabilization term that may eliminate the
spurious oscillations of pore pressure and temperature for the thermo-hydro-mechanics problem.

Weak Inf-Sup Conditions of Coupling Terms

To derive stabilized finite element formulation, we may first quantify the inf-sup “deficiency" of the unstable,
equal-order discretization, then propose additional terms to eliminate the spurious modes due to the inf-sup
"deficiency". Previously, this strategy is used in Bochev et al. [2006] where a weaker inf-sup bound is first
identified for the Stokes equations, then a stabilization term is derived to restore stability for two interpolated
velocity-pressure pairs.

To determine the weak inf-sup bound of individual coupling terms, let us first recall that the divergence
is an isomorphism of the orthogonal complement of divergence-free functions in H1

0(B) onto L2
0(B) space.

Given that the pressure pfh ∈ V h
p ⊂ L2

0(B), then the isomorphism of the divergence operator guarantees the
existence of a w ∈H1

0(B) such that,

∇x·w = pfh and ||w||1 ≤ ||pfh||V h
pf
. (8.85)

With (8.85) in mind, we then have,

sup
v∈H1

o(B)

|
∫
B
pfhB∇X ·v dV |
||v||1

≥
∫
B
| pfhB∇X ·w dV |

||w||1
≥
∫
B
| pfhBpfh dV |
||pfh||V h

pf

≥ C̃p||pfh||V h
pf
, (8.86)

where C̃p os a constant such that,

|
∫

B

pfhB∇x·w dV |≥ C̃p||pfh||V h
pf
||w||1. (8.87)

By letting whbe the interpolant of v ot of V u, and using the well-known approximation result in page 217 of
Girault and Raviart [1986] , i.e., ||w −wh||V h

pf
≤ Ch||w||1 ; ||wh||1 ≤ C||w||1 and the fact that || · ||0 and

|| · ||V h
pf

are equivalent norms , we obtain,

sup
vh∈V hu ,v 6=0

∫
B
pfhB∇x·vh dV
||vh||1

≥ |
∫
B
pfhB∇x·wh dV |
||w||1

≥
∫
|B p

fhB∇x·w dV |
||w||1

− |
∫
B
pfhB∇x·(w −wh) dV |

||w||1

≥ C̃p
C
||pfh||V h

pf
−
||∇x pfh||V h

pf
||wh −w||V h

pf

C||w||V h
pf

.

(8.88)
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Therefore,

sup
vh∈V hu ,v 6=0

∫
B
pfhB∇x·vh dV
||vh||1

≥ α1||pfh||V h
pf
− α2h|| ∇x pfh||V h

pf
, pfh ∈ V h

p , (8.89)

where h is the mesh size and C, α1 and α2 are constants. Following the same logic, it is trivial to show that the
same procedure can be applied to the thermo-elastic coupling term, i.e.,

sup
wh∈V hu ,v 6=0

∫
B

3Kαskθ
h∇x·wh dV

||wh||1
≥ β1||θh||V

θh
− β2h|| ∇x θh||V

θh
, θh ∈ V h

θ , (8.90)

where β1 and β2 are positive constant.

Combined Weak Inf-sup Condition

Our goal here is to use the weak inf-sup bounds of individual coupling terms expressed in (8.89) and (8.90) to
define a weak inf-sup bound for the thermo-hydro-mechanics problem.

First, note that (8.89) can be written as,

sup
vh∈V hu ,v 6=0

∫
B
pfhB∇x·vh dV
||vh||1

= sup
vh∈V hu ,v 6=0

∫

B

pfhB∇x·
( vh

||vh||1

)
dV

= sup
vh∈V hu ,||vh||1=1

∫

B

pfhB∇x·vh dV.
(8.91)

As a result, (8.89) can be rewritten as,

sup
vh∈V hu ,||vh||1=1

∫

B

pfhB∇x·vh dV ≥ α1||pfh||V h
pf
− α2h|| ∇x pfh||V h

pf
. (8.92)

Applying the same argument on (8.90), we have,

sup
wh∈V hu ,||vh||1=1

∫

B

3Kαskθ
h∇x·wh dV ≥ β1||θh||V

θh
− β2h|| ∇x θh||V

θh
. (8.93)

Note that (8.92) implies the existence of vh ∈ V uh with ||vh||1 = 1 such that
∫

B

pfhB∇x·vh dV ≥ C1||pfh||V h
pf
− C2h|| ∇x pfh||V h

pf
, pfh ∈ V h

p . (8.94)

On the other hand, (8.93) implies the existence of wh ∈ V wh with ||wh||1 = 1 such that
∫

B

3Kαskθ
h∇x·wh dV ≥ β1||θh||V hθ − β2h|| ∇x θh||V hθ , θh ∈ V h

θ . (8.95)

Now let u = vh +wh, then,
∫

B

pfhB∇x·u dV =

∫

B

pfhB∇x·vh dV +

∫

B

pfhB∇x·wh dV

=

∫

B

pfhB∇x·vh dV +

∫

B

Bpfh

3Kαsk
(3Kαsk)∇x·wh dV ,

∫

B

3Kαskθ
h∇x·u dV =

∫

B

3Kαskθ
h∇x·vh dV +

∫

B

3Kαskθ
h∇x·vw dV

=

∫

B

3Kαskθ
h

B
B∇x·vh dV

∫

B

3Kαskθ
h∇x·wh dV .

(8.96)
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Recall that V h
pf and V h

θ are spanned by the same set of basis functions. Thus, p̃h = (3Kαsk/B)θh and θ̃h =(
B/(3Kαsk)

)
pfh, we have,

∫

B

(
pfhB + 3Kαskθ

h
)
∇x·u dV =

∫

B

(pfh + p̃h)B∇x·vh dV +

∫

B

3Kαsk(θh + θ̃h)∇x·wh dV

≥ γ1

(
||pfh||V h

pf
+ ||θh||V hθ

)
− γ2h

(
|| ∇x pfh||V h

pf
+ || ∇x θh||V hθ

)
,

(8.97)

where γ1 = min(α1, β1) and γ2 = max(α2, β2). Thus, according to the definition of supremum, we may
express the combined weaker inf-sup bound as,

sup
vh∈V hu ,v 6=0

∫
B

(
pfhB + 3Kαskθ

h
)
∇x·vh dV

||vh||1
≥ C1

(
||pfh||V h

pf
+ ||θh||V hθ

)
− C2h

(
|| ∇x pfh||V h

pf
+ || ∇x θh||V hθ

)
,

(8.98)

where C1 and C2 are positive constant.

Projection-based Stabilization

By comparing (8.83) and (8.98), we notice that the difference between the inf-sup bound and the weak inf-sup
bound is the gradient term in (8.98), i.e.,

−C2h
(
|| ∇x pfh||V h

pf
+ || ∇x θh||V hθ

)
. (8.99)

This term can be used as a template for the design of stabilization terms. For instance, a simple remedy to restore
numerical stability by directly adding perturbation gradient terms in (8.98) such that the inf-sup deficiency is
counterbalanced. Here we consider an alternative characterization of the inf-sup deficiency formulated in terms
of projection operators. The upshot of a projection-based stabilization method is that it does not depend on
the mesh size h or the type of element shapes, hence easier to be implemented. As discussed in Sun et al.
[2013d], the rationale of the projection-based stabilization is based on the inverse inequality, which guarantees
the existence of a positive constant CI such that,

CIh
(
|| ∇x pfh||V h

pf
+ || ∇x θh||V hθ

)
≤ ||pfh −Πpfh||V h

pf
+ ||θh −Πθh||V hθ , (8.100)

where Π(·) is a projection operator leads to a piecewise constant field. Here we define Π(·) as simply the
element average operator that reads,

Π(·) =
1

V e

∫

K
(·) dV ;K ∈ B. (8.101)

Furthermore, since it is not clear whether the two-way couplings between pore-fluid diffusion and heat transfer
may destabilize the system if either the pore-fluid or the thermal conductivity is too low, we introduce a third
term as a safety measure. The resultant perturbation functional reads,

W per(θh, pfh) = C
(1

2
||pfh −Πpfh||2

V h
pf

+
1

2
||θh −Πθh||2

V hθ
+
∑

K∈Ω

|
∫

K
3αm(pfh −Πpfh)(θh −Πθh)dV |

)
,

(8.102)
where C is a positive constant. The stabilization term added to the discrete balance of mass equation (8.72) is
simply the first variation of (8.102) with respect to pore pressure, i.e.,

Ĥstab(ψ, pfh
n+1, θ

h
n+1) =

∑

K∈B

∫

K
Cp1(ψ −Πψ)

(
pfh
n+1 − pfh

n −Π(pfh
n+1 − pfh

n )
)
dV

+
∑

K∈B

∫

K
Cp2(ψ −Πψ)

(
θhn+1 − θhn −Π(θhn+1 − θhn)

)
dV .

(8.103)
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On the other hand, the stabilization term added to the balance of energy (8.72) is obtained by taking the first
variation of (8.102) with respect to temperature and multiply the result by the temperature, i.e.,

L̂stab(ω, pfh
n+1, θ

h
n+1) =

∑

K∈B

∫

K
Cθ1(ω −Πω)θhn+1

(
pfh
n+1 − pfh

n −Π(pfh
n+1 − pfh

n )
)
dV

+
∑

K∈B

∫

K
Cθ2(ω −Πω)

(
θhn+1 − θhn −Π(θhn+1 − θhn)

)
dV ,

(8.104)

where Cp1, Cp2, Cθ1 and Cθ2 are the stabilization parameters. Finally, applying the stabilized formulation in
the discrete variational equation (8.70) yields,

Ĝ(uhn+1, p
fh
n+1, θ

h
n+1,η) = 0 ,

Ĥ(uhn+1, p
fh
n+1, θ

h
n+1, ψ)− Ĥstab(uhn+1, p

fh
n+1, θ

h
n+1, ψ) = 0 ,

L̂(uhn+1, p
fh
n+1, θ

h
n+1, ω)− L̂stab(uhn+1, p

fh
n+1, θ

h
n+1, ω) = 0 .

(8.105)

While stabilization procedure provides a convenient and simple way to eliminate spatial oscillations from
equal-order mixed finite element, the selection of stabilization parameter(s) remains a challenging problem
[Tezduyar and Osawa, 2000]. This problem is further complicated by the fact that the heat transfer and pore fluid
diffusion may occur at different spatial and time scales, and therefore making it difficult to select a stabilization
parameter that ensures both spatial stability but avoid over-diffusion for both processes.

Our objective here is to provide an rough estimation of the optimal value of stabilization parameters. These
estimated parameters can be served as useful guidelines for tuning the stabilization parameters but they should
not be viewed as the definitive choices for a given THM problem. The influence of the stabilization parameter
will be further tested via numerical experiments presented in the Section 8.4. Here we recommend the following
stabilization parameters for Equations (8.105),

Cp1 = α
[2G(1− ν)

1− 2ν

(B2(1 + νu)2(1− 2ν)

9(1− νu)(νu − ν)
)
]−1

,

Cp2 = α
2(νu − ν)

B(1 + νu)(1− ν)

[
αsk +

B(1− ν)(1 + νu)

2(νu − ν)
αm

]
,

Cθ1 = α
[
cF +

9θα2
skK

2

K + 4G/3

]
,

Cθ2 = α
[ 3αskK

K + 4/3G
− 3αm

]
θ ,

(8.106)

where α is the safety factor. νu is the undrained void ratio, which reads,

νu =
3ν +B(1− 2ν)(1−K/Ks)

3−B(1− 2ν)(1−K/Ks)
. (8.107)

The stabilization parameters are inferred from the simplified linear thermo-hydro-mechanical problem in Coussy
[2004a] (see p.136). In particular, we use the previous results from Preisig and Prévost [2011] and Sun et al.
[2013d], which show that by setting parameter α = 1, one may recover the stable lumped mass formulation for
one dimensional problems.

8.3 Highlights of the Implementation Method
The thermo-hydro-mechanics model described in the previous sections is implemented in an open source,

component-based finite element code called Albany [Pawlowski et al., 2012b,c, Salinger et al., 2013]. Broadly
speaking, the Albany code acts as a “glue code" that integrate a multiple re-usable libraries. Many of these
libraries are available in the Trilinos project [Heroux et al., 2005]. The key feature of Albany is the template-
based programming approach, which allows developers to implement the finite element residuals by decom-
posing them into expression objects. These expression objects can be physical quantities (e.g. permeability,
thermal conductivity, deformation), or mathematical entities, such as sets, points, lines, graphs, functions and
boundary conditions.
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The Albany code also features a graph-based software design, which has been employed previously in Notz
et al. [2012] to model thermo-fluid problem and in Sun et al. [2013d] to model isothermal hydro-mechanical
responses of porous media. This section is intended to provide a brief account about the implementation of
the thermo-hydro-mechanics problem via this new technique developed by Salinger et al. [2013]. Readers
interested at the software design and details of the Albany code, please refer to Pawlowski et al. [2012b], Notz
et al. [2012] and Salinger et al. [2013] for further details.

Our starting point is the stabilized Galerkin form listed in (8.105) where the standard Gaussian integration is
used to compute the integrands. To assembly the balance laws listed in (8.105), we decompose the discretized
PDE systems into a directed graph, a mathematical object formed by a collection of vertices and directed
edges. In our case, the vertices are the expressions that form the discretized PDE system and the directed edges
indicate the data hierarchical dependence. The decomposition of residuals are done while following the rules
listed below.

• The residual equations are always at the top of the hierarchy, i.e., the source vertices in the directed graph.

• The nodal solutions are always at the bottom of the hierarchy, i.e., the sink vertices of the directed graph.

• The directed graph formed by the decomposed expression objects must be acyclic, which means that
there must be no cycle in the directed graph.

• All expressions in the directed graph must be connected, i.e., no isolated vertex in the directed graph.

Figure 8.4 shows a directed graph used to assemble the residuals of the thermo-hydro-mechanical model. One
salient feature of this implementation approach is the transparency of data dependence. Even for multi-physical
processes with very complicated coupling mechanisms, such as the THM problem, one may still explore,
examine, and modify the topology of mathematical models in a visual way.

Balance of Mass
Biot's Modulus

PorosityThermal Expansion

Deformation Gradient Displacement

Permeability

Pore Pressure

Internal Variables

Temperature

Effective Conductivity

Balance of Linear Momemtum

Total Stress

Mixture Density

Effective Stress

Balance of Energy
Specific Heat

Biot's Coefficient Bulk Modulus

Figure 8.4: Directed graph that represents the hierarchy of mathematical expressions for thermo-hydro-mechanical prob-
lems.

In the thermo-hydro-mechanical model, each expression in the vertex is implemented as an evaulator
[Pawlowski et al., 2012b,c]. An evaluator stores numerical values of the expression (e.g. permeability, thermal

101



conductivity and equivalent plastic strain at the quadrature points of each finite element), record the location
of the expression in the directed graph and contains the actual code that compute the numerical values of the
expressions (e.g. Equations (8.9), (8.39), (8.79) and 8.26). Residual vectors and the consistent tangent stiffness
matrix are then computed via automatic differentiation performed on the directed graph via the Phalanx pack-
age [Pawlowski et al., 2012b,c]. As a result, there is no need to derive the linearized forms of the variational
equations.

8.4 Numerical Examples
We present a selection of numerical examples to validate the implementation of the finite element model

and demonstrate the three-way coupling effects of thermo-sensitive porous media at geometrically nonlinea
regime. In particular, we will use the first example to address the numerical stability issue associated with
material near undrained and adiabatic limits. The mechanical response of the solid skeleton is assumed to be
elastic and replicated by a rate-independent neo-Hookean model. Due to the three-way coupling effects, the
pore pressure evolves in a non-monotonic manner. This non-monotonic change is due to the Mandel-Cryer
effect. Previously, the Mandel-Cryer effect has been observed in small strain numerical simulations of drained
sphere [Selvadurai and Suvorov, 2012]. Here our new contribution is to demonstrate the Mandel-Cryer effect
of the undrained sphere at finite strain.

In the second example, we will examine the formation of shear band in a globally undrained specimen. The
specimen is not in an isothermal condition. Thus, solid response is affected by the thermal expansion of both
the solid and fluid constituents. The heat transfer is governed by a coupled diffusion-convection equation in
which temperature changes at a material point can be caused by the structural heating, plastic dissipation as
well as the heat and pore-fluid fluxes. In both examples, we assume that there is no phase transition occurred.

8.4.1 Heated Globally Undrained Porous Sphere
In this numerical example, we simulate an undrained porous sphere heated by a raised temperature pre-

scribed at the outer boundary. The purpose of this example is to demonstrate the performance of the stabiliza-
tion scheme when thermal and pore-fluid diffusion occur at different time scales. The outer boundary of the
sphere is subjected to a zero-Darcy-velocity boundary condition and thus the sphere is globally undrained. The
temperature of the surface of the sphere is prescribed, while the rest of the sphere is initially at zero degree.
Due to the rotational symmetry, only 1/8 of the spherical domain is meshed. The radius of the sphere is one
meter. The material parameters used to conduct these simulations are listed in Table 8.1. To illustrate how
the stabilization term may alter the numerical solution, we conduct three numerical simulations with different
stabilization parameters (α = 0, 1, 8). It should be noted that the globally undrained porous sphere problem
presented here might not be the worst case scenario for spatial stability. For instance, other benchmark prob-
lems, such as the generalized Terzaghi’s one-dimensional consolidation problem coupled with heat transfer and
the heated porous spherical problem with a fully permeable boundary, are also known to generate sharp pres-
sure gradients and spurious oscillations at early time. For brevity, these problems are not included in this paper
but will be explored in future study. In this example, a combination of low permeability and small time step is
used to trigger the spurious oscillation in this numerical examples. This method has been used in Preisig and
Prévost [2011], Sun et al. [2013a] to trigger spurious oscillation for isothermal poromechanics problem. The
theoretical basis for the onset of spurious oscillation can be founded in the one-dimensional analyses by Harari
[2004], Preisig and Prévost [2011], Sun et al. [2013a].

Verification of A Limiting Case

Figure 8.5 shows the simulated and analytical transient thermal responses of center when the prescribed tem-
perature θo = 5, 50 and 500◦C. The analytical solution is obtained by neglecting the poroelasticity coupling
effect. Using Laplace transform [Selvadurai and Suvorov, 2012], the temperature at the center is,

θ(t) = θo − 2θo[

∞∑

n=1

(−1)n+1 exp(−n2π2τ)] ; τ =
Kθt

R2
o((1− φf)ρsθcs + φfρfθ cf )

, (8.108)

where R0 = 1m is the radius of the sphere and θo is the temperature prescribed at the surface. Previously,
Selvadurai and Suvorov [2012] observed that, for certain limited case where (1) fluid and solid constituents
are incompressible, and (2) thermal convection and structural heating are not important, thermal diffusion of
a spherical object can be solved via Laplace transform in a decoupled manner. In this example, we purposely
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Parameter Description Value Unit

E Young’s modulus 2000 MPa
ν Poisson’s ratio 0.1 dimensionless
To Reference Temperature 0 ◦C
αs Skeleton Thermal Expansion 8.3× 10−5 1/◦C
αf Pore-fluid Thermal Expansion 6.9× 10−5 1/◦C
ρs Solid Constituent Density 2700 kg/m3

ρf Fluid Constituent Density 1000 kg/m3

cs Solid Specific Heat 1700 J/kg/◦C
cf Fluid Specific Heat 4200 J/kg/◦C
ks
θ Solid Thermal Conductivity 2.5 W/m/◦C
kf
θ Fluid Thermal Conductivity 2.5 W/m/◦C
Ks Solid Grain Bulk Modulus 50 GPa
Kf Fluid Bulk Modulus 20 GPa
ko Kozeny-Carman Coefficient 1× 10−19 m/s
µ Viscosity 1.0× 10−3 Pa · s
φf Initial Porosity 0.25 dimensionless

Table 8.1: Material properties of the undrained sphere in non-isothermal condition.

use nearly incompressible constituents, and make the solid skeleton nearly impermeable to compare analytical
and finite element solutions. According to Figure 8.5, the temperature obtained from the finite strain THM
simulation is very similar to the analytical solution obtained via (8.108) when θo = 5◦C. This is attributed to
the fact the permeability is relatively low and the material is stiff. The temperature changes due to structural
heating and convection due to fluid transport are therefore very limited, when the prescribed temperature is
close to the initial body temperature. Nevertheless, as we increase the prescribed temperature while holding
the initial body temperature constant, the discrepancy between the coupled and decoupled simulations does
become more significant, as shown in Figure 8.5, where θo = 50◦C and θo = 500◦C.
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Figure 8.5: Comparison of the finite element solution and the analytical solution for three cases where θo =
5, 50 and 500◦C.

The code has also been verified via a number of analytical solutions under the isothermal condition in Sun
et al. [2013d]. For brevity, the verification problems for the isothermal case are not included in this article.
Interested readers please refer to Sun et al. [2013d] for details.
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Assessments of the Stabilization Procedure

Figure 8.6 shows the pore pressure of the undrained sphere 1 second after it was put into the 5 degree heat
bath. Figure 8.6(a) is obtained from the stabilized FEM simulation, while Figure 8.6(b) is obtained without
any stabilization procedure. Due to the low permeability, spatial oscillations of pore pressure occur in the
standard equal-order THM element, while the stabilized equal-order THM element is able to deliver smooth
pore pressure. On the other hand, Figure 8.7 compares the temperature at time = 1 second from the stabilized

(a) Stabilized FEM response (b) Standard FEM response

Figure 8.6: Pore Pressure Profile of undrained porous sphere in heat bath.

and standard FEM simulations. Since the thermal conductivity is relatively high, one may expect that the
temperature would not exhibit any spatial oscillation even with standard FEM simulations. Yet, the simulation
results show that the coupling between pore-fluid diffusion and heat transfer alone is significant enough to
trigger spatial oscillation in the temperature field. This example demonstrates that the spurious oscillation of
the temperature field can be triggered by an unstable pore pressure field, even when the thermal diffusivity is
high. On the other hand, results demonstrated in Figures 8.6 and 8.7 indicate that the stabilization procedure is
able to eliminate the spurious oscillations in both pore pressure and temperature. As reported in Tezduyar and
Osawa [2000], White and Borja [2008a], Sun et al. [2013d], stabilization procedures may eliminate spurious
oscillations, but it may also over-diffuse the numerical solutions and lead to incorrect conclusion. To determine
whether the stabilization procedure proposed in Section 8.2.4 is able to eliminate spurious modes without over-
diffusing the solutions, we conduct two numerical simulations on the undrained sphere, one with stabilization
(i.e., α = 1), and a control test without stabilization (i.e., α = 0).

Figure 8.8 compares the temperature and pore pressure at the center of the globally undrained sphere. The
thermal responses shown in Figure 8.8(a) indicate that the stabilization procedure does not lead to significant
changes in thermal responses. The hydraulic responses exhibited in Figure 8.8 indicate that a large stabilization
parameter may alter the simulated hydraulic responses at the undrained limit and steady steady responses are
not significantly affected by the stabilization procedure. Figure 8.9 shows the surface displacement obtained
with different stabilization parameters. Again, we note that the discrepancies among standard and stabilized
responses are insignificant in the transient and steady state regimes. The results presented in this example
indicate that the stabilization procedure is able to eliminate spurious oscillations even when permeability is
very low. Nevertheless, over-diffusion may occur if the stabilization parameter assigned in the simulations
is larger than the optimal value. The rough estimation of the optimal value described in Section 8.2.4 seems
to be working for this particular problem. However, the optimal value of stabilization parameters is usually
problem-dependent, and its determination should be done with cautious.

To study how the selection of stabilization parameters affects the convergence rate, we conduct additional
simulations with stabilization parameter α = 0, 1, 10 and 100. Table 8.2 shows the residual norms of the
Newton-Raphson algorithm taken at the first time step when the undrained sphere has just been put into the
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(a) Stabilized FEM response (b) Standard FEM response

Figure 8.7: Temperature Profile of undrained porous sphere in heat bath.
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Figure 8.8: Time-history of the (a) temperature and (b) pore pressure at the center of the undrained sphere. The stabi-
lization parameter equals to 0 ( green dot), 1 (red dash line), and 8 (blue line).

heat bath. The residual norms of the trial step and the first 4 iteration steps are recorded. The numerical
experiment indicates that while increasing the value of stabilization parameter α does lead to noticeable higher
residual at the first two iterations, the convergence rate is not severely affected by the choice of the stabilization
parameter.

8.4.2 Bi-axial Undrained Compression Test With Insulated Boundaries
The second example deals with the simulation of a bi-axial undrained compression test. Our goal here is

to demonstrate that the nonlinear coupling effect, as depicted in Figure 8.4, has been fully implemented in the
finite element model and to assess how the coupling mechanism evolves before and after the shear band is
formed.

A rectangular sample of homogeneous thermo-sensitive elasto-plastic material of 4cm × 1cm × 14cm is
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Figure 8.9: Radial displacement of the boundary of the undrained sphere. The stabilization parameter equals to 0 ( green
dot), 1 (red dash line), and 8 (blue line).

α = 0 α = 1 α = 10 α = 100
Trial Step 5.911e-01 5.911e-01 5.911e-01 5.911e-01
Iteration 1 2.168e+01 4.446e+01 1.049e+02 1.538e+02
Iteration 2 4.058e-03 1.559e-02 6.413e-02 1.099e-01
Iteration 3 2.075e-10 2.349e-10 1.495e-09 3.720e-09
Iteration 4 1.327e-10 1.316e-10 1.323e-10 1.426e-10

Table 8.2: Residence norm (square root of the inner product of residual column vector) of the heated undrained sphere
simulations at the first 4 iteration steps.

.

subjected to a prescribed vertical displacement on the top surface of the specimen, while the bottom of the
specimen is fixed. The loading rate is −1.4cm/hour and the vertical displacement remains constant after reach-
ing −1.4cm. The specimen is globally undrained and thus no-fluid-flux boundary conditions are prescribed at
all six surfaces. To simplify the problem, gravity is neglected for this small specimen and we also assumed
that no phase transition occurred in both the fluid and solid constituents. The temperature is initially uniform at
ambient value (zero degree). All six surfaces are thermally insulated and thus no-thermal-flux condition applied
to these surfaces. In other words, both the pore pressure and temperature fields have no corresponding Dirichlet
boundary condition. To control where the shear band initiates, the right hand side of the specimen is tapered
at z = 7cm, as shown in Figure 8.10. The material parameters used to conduct these simulations are listed in
Table 8.3.

One key departure of this numerical example from previous work on thermo-hydro-mechanics is that it
takes account of the plastic dissipation in the balance of energy equation. For the Von Mises J2 plasticity with
no mechanical hardening, the thermomechanical dissipation Dmech reads [Simo and Miehe, 1992],

Dmech =

√
2

3
ε̇p
[
σY (θ)− θ∂σY (θ)

∂θ

]
, (8.109)

where εp is the equivalent plastic strain, ∂σY θ/∂θ is the thermal softening coefficient and σY is the flow stress,
which corresponds to the Mises yield criterion,

||dev[τ ′]|| −
√

2

3
σY ≤ 0 ; τ ′ = P ′ · F T . (8.110)
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Figure 8.10: Description of the geometry, boundary and loading conditions of the bi-axial compression problem.

Parameter Description Value Unit

E Young’s modulus 2000 MPa
ν Poisson’s ratio 0.3 dimensionless
σY Initial Yield Strength 100 MPa
∂σY /∂θ Thermal Hardening Parameter -1.6 MPa/◦C
H Mechanical Hardening Modulus 0 MPa
To Reference Temperature 0 ◦C
αs Skeleton Thermal Expansion 8.3× 10−6 1/◦C
αf Pore-fluid Thermal Expansion 6.9× 10−6 1/◦C
ρs Solid Constituent Density 2700 kg/m3

ρf Fluid Constituent Density 1000 kg/m3

cs Solid Specific Heat 1700 J/kg/◦C
cf Fluid Specific Heat 4200 J/kg/◦C
ks
θ Solid Thermal Conductivity 1.0 W/m/◦C
kf
θ Fluid Thermal Conductivity 100.0 W/m/◦C
Ks Solid Grain Bulk Modulus 50 GPa
Kf Fluid Bulk Modulus 20 GPa
ko Kozeny-Carmen Coefficient 1× 10−17 m/s
µ Viscosity 1.0× 10−3 Pa · s
φf Initial Porosity 0.25 dimensionless

Table 8.3: Material properties of the specimen in non-isothermal condition.

Solid Responses

The mechanical response is influenced by the pore-fluid trapped inside the specimen and the thermal diffusion.
Nevertheless, since there is no heat source in the boundary, the thermal effect on the mechanical response is
insignificant. Figure 8.11 shows the spatial distribution of equivalent plastic strain at various time during the
bi-axial loading test. We found that plastic strain first initiates at the left lower corner of the specimen at around
900 seconds. The region with plastic strain enlarges between 900 seconds and 3600 seconds, while a shear
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band is formed at the defect point. After 3600 seconds of simulation, the vertical displacement is hold between
3600 seconds and 7200 seconds and the plastic strain distribution remains almost identical.

(a) at 900 seconds (b) at 1800 seconds (c) at 2700 seconds

(d) at 3600 seconds (e) at 5400 seconds (f) at 7200 seconds

Figure 8.11: Equivalent plastic strain at various time during the biaxial loading test.

Since the bulk moduli of the solid and fluid constituents are both one order higher than the bulk modulus
of the solid skeleton, the global undrained response of the material is expected to be nearly isochoric if the
specimen is under the isothermal condition. Nevertheless, as the thermo-hydro-mechanical simulation is run
under the non-isothermal condition, the solid skeleton may expand or shrink due to temperature change. This
temperature change is due to the mechanical plastic work that converts into heat. The heat in return causes
expansion of the solid skeleton. Figures 8.12 and 8.13 show the Jacobian of the deformation gradient, detF and
the (Eulerian) porosity φf of the solid skeleton at different time during the bi-axial loading. Due to the globally
undrained status, both the Jacobian and porosity do not change much before the onset of plastic yielding and
shear band as shown in Figures 8.12(a) and 8.13(a). This nearly incompressible response also indicates that
structural heating has negligible influence on temperature for this particular simulation. On the other hand,
the solid skeleton exhibits a noticeable volmetric expansion/contraction pattern inside the shear band at 3600
seconds after the vertical loading is prescribed. We record the maximum and minimum of the Jacobian changing
from 1 to 1.05 and 0.76 respectively, while the maximum and minimum of the porosities also change 0.25 to
0.26 and 0.19 respectively after the shear band is formed, as shown in Figures 8.12(c) and 8.13(c). This
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pattern is located at the region where plastic deformation is concentrated (as shown in Figure 8.11). Due to
the coupling of the thermo-hydro-mechanical processes, this plastic work inside the shear band may trigger
multiple deformation mechanism. For instance, the plastic work that converted into heat may cause volumetric
expansion of both the solid and fluid constituents, but also lead to the shrinkage of the yield surface in stress
space and more plastic strain to be accumulated. Meanwhile, as porosity changes due to the thermal effect,
both the thermal and hydraulic diffusivities also changes accordingly.

(a) at 900 seconds (b) at 1800 seconds (c) at 3600 seconds

Figure 8.12: Determinant of the deformation gradient at various time during the biaxial loading test.

(a) at 900 seconds (b) at 1800 seconds (c) at 3600 seconds

Figure 8.13: Porosity at various time during the biaxial loading test.

Heat Transfer

Since the surface of the specimen is thermally insulated, the temperature increase in the specimen is due to
the structural heating and plastic dissipation. Figure 8.14 shows how temperature distributes in the specimen
during the ramp-and-hold loading. We observe that temperature first raised in the plastic zone, as the vertical
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displacement is accumulating between t = 0 and t = 3600 seconds. The heat generated by the plastic work then
transfers in the solid specimen through two mechanisms, the convection due to pore fluid transport, and the
thermal diffusion. In this particular simulation, the effective permeability is very low (10 × 10−19 m/s), and
thus the heat transfer process is dominated by the thermal diffusion. As a result, temperature first raised in
the region where plastic strain initiated, while the thermal boundary layer gradually propagates. As shown in
Figure 8.14, the thermal diffusion continues when no more displacement is prescribed between t=3600 seconds
and t= 7200 seconds. Since the equivalent plastic strain becomes stable at this phase, the heat source vanishes
and the spatial gradient of temperature reduces. In particular, the maximum and minimum temperature changes
from 2.28 and 1.12 Celsius at t= 3600 seconds to 1.79 and 1.71 at t= 7200 seconds.

(a) at 900 seconds (b) at 1800 seconds (c) at 2700 seconds

(d) at 3600 seconds (e) at 5400 seconds (f) at 7200 seconds

Figure 8.14: Temperature at various time during the biaxial loading test.

Pore-fluid Flow

The pore-fluid inside the specimen is trapped inside the specimen due to the no-flux boundary condition. Figure
8.15 shows how pore pressure distributes during the ramp-and-hold loading. Due to the low permeability of the
specimen, the excess pore pressure easily builds up in the specimen between t = 0 and t = 3600 seconds due
to the solid skeleton deformation. While this excess pore pressure may dissipate, the low permeability of the
specimen and the globally undrained boundary condition may both cause the pore pressure taking longer time
to reach steady state. As a result, the pore pressure at the end of the simulations remains less evenly distributed
than the temperature. Furthermore, due to the thermal effect on the solid and fluid constituents, temperature
may affect the amount of excess pore pressure accumulated in the pores. By comparing Figure 8.15 with
Figure 8.14, we notice that the hotter region generally has higher pore pressure, although the distributions of
pore pressure and temperature do not resemble the same pattern.
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(a) at 900 seconds (b) at 1800 seconds (c) at 2700 seconds

(d) at 3600 seconds (e) at 5400 seconds (f) at 7200 seconds

Figure 8.15: Pore Pressure at various time during the biaxial loading test.

Refinement Study

To assess the mesh sensitivity of the thermo-hydro-mechanical responses, a mesh refinement study is conducted.
Figure 8.16 shows the three meshes obtained from subdivision refinement. The total number of the finite
elements are 448, 3584 and 28672 accordingly. Figure 8.17 shows the equivalent plastic strain accumulated
in the three finite element meshes at the end of the simulation. While the plastic zone remains very similar
to all three meshes, it is clear that the finer mesh tends to accumulate higher plastic strain in the shear band.
This mesh dependence is difference than the dynamics simulation of isothermal porous media in [Zhang et al.,
1999b] where equivalent plastic strain is relatively insensitive to the mesh refinement even though shear band
width is found to be narrower in fine meshes. The porosity, which depends on the the volumetric deformation,
temperature and pore pressure, also exhibits mesh dependence as shown in Figure 8.18.

Presumably, both thermo-mechanical and hydro-mechanical coupling effects may both introduce rate-
dependence on the mechanical responses. Nevertheless, the results demonstrated in Figure 8.17 indicate that
this induced rate-dependence is not sufficient to regularize the problem in the transient case. Mesh dependence
is also observed in the temperature and pore pressure distribution, as shown in Figures 8.19 and 8.20 respec-
tively. The temperature of the shear band in the fine mesh is found to be higher. This is mainly attributed to the
fact that temperature increases inside the plastic strain is caused by plastic dissipation. On the other hand, the
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(a) Coarse Mesh (b) Medium Mesh (c) Fine Mesh

Figure 8.16: Meshes used in refinement study.

(a) Coarse Mesh (b) Medium Mesh (c) Fine Mesh

Figure 8.17: Equivalent plastic strain at t= 7200 seconds in three meshes.

(a) Coarse Mesh (b) Medium Mesh (c) Fine Mesh

Figure 8.18: Porosity at t= 7200 seconds in three meshes.
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(a) Coarse Mesh (b) Medium Mesh (c) Fine Mesh

Figure 8.19: Temperature at t= 7200 seconds in three meshes.

pore pressure is not concentrated in the shear band as shown in Figure 8.20. The pore pressure distributions of
all three meshes look similar, except at the corners where pore pressure tends to be lower at coarser mesh.

(a) Coarse Mesh (b) Medium Mesh (c) Fine Mesh

Figure 8.20: Pore Pressure at t= 7200 seconds in three meshes.

Figure 8.21 shows the time-history of the temperature and pore pressure at the lower left corner of the
specimen. Interestingly, plastic deformation seems to play a significant role on the evolution of both pore
pressure and temperature. In particular, temperature at the lower left corner is almost unchanged before the
yielding. After the yielding, temperature keeps raising until the prescribed vertical displacement increment
stops at 3600 seconds. While pore pressure begins to increase right after the simulation begins, the onset
of plastic yielding leads to a sudden drop of pore pressure followed by another monotonic increase in pore
pressure. Both temperature and pore pressure gradually decrease when vertical displacement holds still from
time = 3600 to 7200 seconds.

Note that refining the mesh seems to have opposite effects on temperature and pore pressure at the corner
node. While refining the mesh leads to a lower pore pressure accumulated at the corner, the refinement also
cause a higher temperature. The increase of the temperature in finer mesh can be explained by the fact that the
power that converts plastic dissipation into heat is higher in finer mesh as evidenced by the higher equivalent
plastic strain in the fine mesh shown in Figure 8.17 when vertical displacement is increasing. Nevertheless, as
heat is transferred via both diffusion and convection, the initially sharp temperature gradient triggered during the
formation of shear band fades over time. At 7200 seconds after the simulation, the temperature is close to steady
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state as indicated by the vanishing of sharp temperature gradient shown in Figure 8.14. This indicates that the
mesh dependence of the temperature field is more severe when plastic deformation provides a significant heat
source. However, this mesh dependence seems to be more significant when the material is close to adiabatic
limit.

On the other hand, we find that pore pressure at the left lower corner is lower in the finer mesh. This
observation is different than the isothermal shear band observed in Sun et al. [2013f] where the magnitude
and distribution of pore pressure were insensitive to mesh size, even though equivalent plastic strain was also
found to be higher in fine mesh. Furthermore, since the porosity and permeability at the lower left corner are
both actually lower in the fine mesh, pore fluid is more likely to be trapped and build up excess pore pressure
locally. The fact that the pore pressure drops but not increase upon refinement therefore indicates that the
thermal diffusion process may limit the pore pressure build up.
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Figure 8.21: Time histories of temperature and pore pressure at the lower left corner of the three meshes.

Figure 8.22 shows the vertical force applied on the top of the specimen. The force due to the displacement
prescribed at the top of the specimen is found to be around -50kN for the coarse mesh and around -48kN for
the medium and fine meshes. In all three cases, the vertical force is at its peak at 3600 seconds where the
displacement increment stops. In between 3600 seconds and 7200 seconds, the vertical force drops slightly. By
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Figure 8.22: Time-history of vertical force on the top layer of the specimen.

comparing results from different meshes shown in Figures 8.21 and 8.22, we conclude that the thermo-hydro-
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mechanical responses are sensitive to the level of refinement. While the discrepancy of the results seems to
be decreased upon each refinement, it is not clear whether the solution will be converged if further refinement
takes place.

Thermo-hydro-mechanical Coupling Effects Under Undrained Condition

As reported in [Zhang et al., 1999b], shear band width is influenced by the diffusivity of the pore fluid under
isothermal condition. In non-isothermal condition, both pore-fluid and thermal flux may influence mechanical
responses of the solid skeleton and vice versa. To determine how thermal and hydraulic diffusivities influence
the thermo-hydromechanical responses, we conduct a parametric study by varying the permeability and thermal
conductivity.

In the first set of tests, we conduct two numerical simulations with material parameters listed in Table 8.3,
but the thermal conductivities of both constituents are both multiplied by 100 in the first simulation and divided
by 100 in the second simulation. Figure 8.23 demonstrates the temperature at 7200 seconds after the loading.
As expected, the material with lower thermal conductivity reaches higher temperature. The temperature also
takes longer time to dissipate. Hence, temperature is higher inside the shear band zone.

(a) Low Thermal Conductivity (b) Medium Thermal Conductivity (c) High Thermal Conductivity

Figure 8.23: Temperature profile at time = 7200 seconds, with initial effective thermal conductivity equals to (a)
0.013W/m/◦C, (b) 1.33W/m/◦C and (c) 133W/m/◦C.

Interestingly, this higher temperature inside the shear band also influences the hydraulic properties. Figure
8.24 shows the pore pressure distribution and flow streamlines at 7200 seconds after the loading. By comparing
Figure 8.23 and 8.24, one may notice that the pore pressure is higher and more concentrated in the shear band
in the low thermal conductivity case, even though the initial effect permeability of material are the same in both
simulations. Notice that all these features are lost if the heat produced by plastic dissipation is not captured in
the balance of energy equation. Varying thermal conductivity nevertheless does not lead to significant changes
in the plastic response, as shown in Figures 8.25 and 8.26.

In the second set of tests, we conduct two additional numerical simulations with material parameters listed
in Table 8.3, but the Kozeny-Carmen coefficient is changed to 10−14m/s and 10−20m/s respectively. Figure
8.27 compares the temperature distribution at the end of the numerical simulations. Even though the material
is globally undrained, varying permeability does introduce noticeable changes in temperature. This results
indicate the importance of coupling effects. Figure 8.28 shows the flow streamline obtained form simulations
with permeability coefficient equals to (a) 10−16 m/s, (b) 10−19 m/s and (c) 10−22 m/s. The permeability
material clearly has a significant impact on both the magnitude of the pore pressure and the flow patterns in the
undrained specimen. Interesting, we found that the plastic responses are not sensitive to changes of permeability
and thermal conductivity under the globally undrained and insulated conditions, as shown in Figures 8.29 and
8.30.
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(a) Low Thermal Conductivity (b) Medium Thermal Conductivity (c) High Thermal Conductivity

Figure 8.24: Flow streamlines at time = 7200 seconds, with initial effective thermal conductivity equals to (a)
0.013W/m/◦C, (b) 1.33W/m/◦C and (c) 133W/m/◦C.

(a) Low Thermal Conductivity (b) Medium Thermal Conductivity (c) High Thermal Conductivity

Figure 8.25: Equivalent plastic strain at time = 7200 seconds, with initial effective thermal conductivity equals to (a)
0.013W/m/◦C, (b) 1.33W/m/◦C and (c) 133W/m/◦C.

Convergence Rate and Stabilization Parameters

Finally, additional biaxial compression simulations with α = 0, 1, 10 and 100 were conducted to determine
whether the value of the stabilization parameter has a noticeable impact on the convergence rate. Table 8.4
shows the residual norms of the Newton-Raphson algorithm taken at the second time step when a small dis-
placement increment is applied on the top of the domain. The residual norms of the trial step and the first 4
iteration steps are again recorded. The finding is consistent with the results obtained from the heated undrained
sphere problem. The numerical experiment again indicates that increasing the value of stabilization parameter
α does lead to a slightly higher residuals, but the difference in convergence rate is within an order even when the
stabilization parameter α is increased by 10000%. Whether one may expect similar trends for all THM bound-
ary value problems remains unknown, but the two numerical experiments seem to suggest that the convergence
rate is not very sensitive to the magnitude of the stabilization parameter.

8.5 Conclusion
The new contribution of this work is twofold. First, we establish a large deformation thermo-hydro-

mechanics theory that fully incorporates the influences of the geometrical nonlinearity on the full coupled solid
deformation, pore-fluid diffusion and heat transfer processes. Using the automatic-differentiation technique to
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(a) Low Thermal Conductivity (b) Medium Thermal Conductivity (c) High Thermal Conductivity

Figure 8.26: Porosity at time = 7200 seconds, with initial effective thermal conductivity equals to (a) 0.013W/m/◦C, (b)
1.33W/m/◦C and (c) 133W/m/◦C.

(a) Low Permeability (b) Medium Permeability (c) High Permeability

Figure 8.27: Temperature profile at time = 7200 seconds, with permeability coefficient equals to (a) 10−16 m/s, (b) 10−19

m/s and (c) 10−22 m/s.

α = 0 α = 1 α = 10 α = 100
Trial Step 7.275e-04 7.275e-04 7.275e-04 7.275e-04
Iteration 1 2.702e-01 2.667e-01 2.634e-01 2.611e-01
Iteration 2 2.735e-07 2.939e-07 3.297e-07 3.649e-07
Iteration 3 8.147e-11 8.139e-11 8.255e-11 1.426e-10
Iteration 4 6.205e-11 6.343e-11 6.525e-11 8.694e-11

Table 8.4: Residence norm (square root of the inner product of residual column vector) of biaxial compression simulation
at the first 4 iteration steps.

.

simplify the implementation process, the nonlinear relations between porosity, permeability and thermal con-
ductivity is fully captured. Secondly, we introduce a stabilized equal-order mixed finite element model that
provides stable numerical solutions without over-diffusion. The spatial stability is maintained even when pore-
fluid and thermal diffusivities are significantly different. To the best of the author’s knowledge, this is the first
time the large deformation thermo-hydro-mechanical behavior of porous media is captured with an equal-order
finite element in the geometrical nonlinear regime. Our numerical results indicate that such a stabilization
procedure is able to eliminate the spurious oscillations even near the undrained and adiabatic regimes. Never-
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(a) Low Permeability (b) Medium Permeability (c) High Permeability

Figure 8.28: Flow streamlines at time = 7200 seconds, with permeability coefficient equals to (a) 10−16 m/s, (b) 10−19

m/s and (c) 10−22 m/s.

(a) Low Permeability (b) Medium Permeability (c) High Permeability

Figure 8.29: Temperature profile at time = 7200 seconds, with permeability coefficient equals to (a) 10−16 m/s, (b) 10−19

m/s and (c) 10−22 m/s.

theless, it is acknowledged that the stabilization parameter introduced in this paper may require tuning through
trial-and-error. The numerical simulations also exhibit mesh dependence, which indicate that a regularization
procedure (e.g. nonlocal scaling [Bazant and Jirásek, 2002, Sun and Mota, 2014], gradient plasticity Fleck
et al. [1994]) is necessary to circumvent the mesh dependence. These shortcomings will be addressed in future
studies.
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(a) Low Permeability (b) Medium Permeability (c) High Permeability

Figure 8.30: Temperature profile at time = 7200 seconds, with permeability coefficient equals to (a) 10−16 m/s, (b) 10−19

m/s and (c) 10−22 m/s.
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